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On the Modelling of Stationary Planetary Waves'

Christiane Beaudoin?

and

Jacques Derome
Department of Meteorology, McGill University, Montréal H3A 2K6
[Original manuscript received 18 November 1975; in revised form 18 May 1976]

ABSTRACT

The structure of the atmospheric sta-
tionary planetary waves is obtained by
means of the quasi-geostrophic linear
model developed by Matsuno (1970).
To show the influence of the upper
boundary condition on the structure
of the waves, the latter is computed
using a rigid top and a radiation con-
dition. The modifications to the wave

structure obtained when the upper
boundary is lowered from a height of
65 km to 42.5 km, 32.5 km, and
22.5 km are examined. The effects of
varying the vertical grid increment
are studied through a comparison of
the wave structures obtained with 6,
12, and 24 levels between 5 and 65
km.

1 Introduction

Lindzen et al. (1968) have shown that the use of an energy reflecting upper
boundary condition in simplified models of large scale atmospheric flow can
lead to spurious resonance phenomena. Relatively little has been done, how-
ever, since then to determine whether more realistic atmospheric models are
as sepsitive to the formulation of the upper boundary condition as the one
discussed by Lindzen et al. For example in models designed to simulate quasi-
geostrophic motion, the use of a rigid top as an upper boundary condition
would be justifiable if the atmosphere and its model have mechanisms that
prevent any energy from reaching the boundary from below and if, of course,
there are no energy sources above the upper boundary of the model. In par-
ticular, Matsuno’s (1970) linear model of stationary planetary waves had
such mechanisms, since very little energy reached the upper boundary at 65 km.
It is evident then that the merits of a reflective upper boundary condition cannot
be assessed without careful consideration of the ability of a model to prevent
vertically propagating energy from reaching the upper boundary.

For obvious reasons of economy most models that are used for numerical
weather prediction (e.g. Shuman and Hovermale, 1968) or for general circula-
tion research (e.g. Manabe and Terpstra, 1974) have a much lower vertical
resolution near the top of the mode! than the one used by Matsuno, or have

1Research supported by the National Research Council under grant A8613
2Now with the Atmospheric Environment Service of Canada
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much lower tops (Kasahara et al., 1973). In such models it is not well known
how much wave energy is spuriously reflected at the upper boundary and how
the evolution of the model is affected by such reflection. Some information has
been presented recently by Williams (1976) who has compared the structures
of quasi-stationary planetary waves in two general circulation models with rigid
tops, at 18 km in one model and at 36 km in the other. The results indicated
that the presence of a rigid top at 18 km affected significantly the structure of
the quasi-stationary waves. It was not clear, however, whether the rigid top
had any serious effect on the waves when it was set at 36 km.

In the present study we shall examine how the formulation of the upper
boundary condition and the height at which it is applied affects the structure of a
forced stationary planetary wave. The wave structures obtained with a linear
quasi-geostrophic model bounded above by a rigid top at various heights are
compared with those obtained using a radiation condition in order to determine
the sensitivity of the computed structure to the type of boundary condition used
and the height at which it is applied. The dependence of the wave structure on
the vertical grid length is also discussed.

2 The model

The model used in this study is the one described by Matsuno (1970) so that
only a brief description will be presented here. Steady quasi-geostrophic small-
amplitude perturbations are superimposed upon a basic state in which the zonal
wind varies with latitude and height. When the vertical velocity is eliminated
between the linearized vorticity and thermodynamic equations the following
potential vorticity equation is obtained for zonal wave number m:

sin” 6 8 (cos 6 0tp 2 2 821/;"' _ )
cos 080(5111 sin? 0 80) + [Psin® 0 3 + Quipy = 0 (1)
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and where the other symbols have the following meaning:

| =

0 latitude

z height in kilometres
p pressure

a earth’s radius

Q earth’s rotation rate
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angular speed of the basic zonal flow

gravity

g potential vorticity of the basic state

H, scale height, taken to be 7 km

N Brunt-Vaisala frequency, 2 x 1072

é,, complex amplitude of zonal wave number one in the geopotential
« constant7coe1ﬂ‘1cient of Newtonian cooling and Rayleigh friction,
5x 107 's”

109 g

The geopotential ¢,.(0) (and hence ,,) is specified at z = 5 km and the
finite difference version of (1) with A6 = 5 degrees and Az = 2.5 km
(except where noted) is solved above 5 km subject to the boundary conditions
Y,(z, 0 = 0) =¢,(z, 6 = 7/2) = 0 and either a radiation condition (to be
discussed in the next section) or a rigid top (w’ = dz/dt = 0) boundary condi-
tion at z = z,. When the radiation condition is used in the present study, « is
assumed to have the same value above and below z;,. The basic state atmo-
sphere is assumed to be isothermal above 5 km and the mean zonal wind distri-
bution, 7 = ® a cos 9, of Matsuno, which is reasonably typical of winter con-
ditions is adopted in this study and is reproduced in Fig. 1.
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Fig. 1 Winter zonal wind distribution (m s—1) redrawn from Matsuno (1970).
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In the sequel, all results shown will apply to zonal wave number one, since
the latter is known to penetrate higher into the upper stratosphere than the
shorter waves and is consequently more likely to be affected by the choice of
the upper boundary condition.
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3 The radiation condition applied at various heights
The formulation of the radiation condition for the problem at hand has been
described in detail by Matsuno (1970). To use it we divide the computational
domain into two parts: the one below z, where the mean zonal wind is a func-
tion of both latitude and height and the other from z, to infinity where the mean
zonal wind is independent of height. Above zr (1) can be solved by the method
of separation of variables. The horizontal structure equation, in which the sep-
aration constant is an eigenvalue, is solved numerically to obtain the various
possible horizontal modes and corresponding eigenvalues. The vertical struc-
ture equation, a second order differential equation, is then solved analytically,
and for each previously determined eigenvalue two possible solutions are ob-
tained. Only those solutions that have a finite energy density at infinity and
have either a vanishing or upward energy flux are retained as physically valid.
The matching of a linear combination of these solutions in the region z > z,
to the numerical solution below z then effectively provides the required upper
boundary condition for the region z < z7. Although in the following we shall
refer to the radiation condition as having been applied “at z7”, it should be
realized that strictly speaking it is the matching that is done at z, and that
a solution can be computed for all values of z. For simplicity only the part of
the solution below z; will be shown.

The wave structure obtained with the radiation condition applied at 65 km
is shown in Fig. 2. The value of n in the caption gives the number of horizontal
levels in the region 5 km < z < zy. As expected, it is essentially the same as

a)_
E sof
= B
— 40+
I
o |
w 30F
I L
20} _-
r /’/ Ly
10 z
1 1 /I

0 10 20 30 40 50 60 70 80 80
LATITUDE

Fig. 2 Computed distribution of the amplitude of ¢ (solid lines) in metres and its
phase (dashed lines) in radians west of Greenwich, with the radiation condition
applied at 65 km, n = 24,
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Fig. 3 Same as Fig. 2 except that the radiation condition is applied at (a) 42.5 km,
n=15; (b) 32.5 km, n = 11; (¢) 22.5 km, n = 7.

Matsuno’s Fig. 5(a) for the same case and it is being presented here simply
to facilitate the discussion of subsequent results. When the radiation condition
is applied at 42.5 km, 32.5 km, and then at 22.5 km the results of Fig. 3 are
obtained. We see that there is a rather good agreement between Figs. 2, 3(a),
and 3(b), as might have been anticipated since over most of the domain above
32.5 km @ is nearly independent of height (Fig. 1). These three cases, then,
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are based on very similar zonal wind distributions (recall that when the radia-
tion condition is used, @ is kept independent of z above zy) and it is therefore
not too surprising to see that they yield similar wave structures. When the
radiation condition is applied at 22.5 km the computed wave structure is as
shown in Fig. 3(c). The maximum value of the amplitude at 20 km and 70°N
now reaches 224 m as compared to only 171 m when the boundary condition
is applied at 65 km. Clearly the assumption that ¢&@/dz above zr leads to un-
satisfactory results when z7 is set as low as 22.5 km and the “true” zonal wind
distribution is as shown in Fig. 1.

4 A rigid top at various heights

When the rigid top boundary condition is applied at 65 km, the computed
wave structure is essentially the same as that of Fig. 2 (Matsuno, 1970). On
the other hand, when the rigid top is lowered to 42.5 km, 32.5 km, and 22.5
km, the wave structure becomes progressively more distorted as shown in
Fig. 4. For example, when the rigid top is set at 32.5 km the maximum ampli-
tude in the ¥s,, field is larger than when the top is at 65 km and appears at 65°N
and 25 km rather than at 70°N and 17.5 km. When the top is set at 22.5 km,
however, a dramatic change in the wave structure occurs, showing the presence
of a spurious resonance phenomenon. The results in this case are clearly
unacceptable.

S Vertical resolution

To determine the sensitivity of the results to the vertical resolution some com-
putations were made with vertical grid increments of 5 and 10 km rather than
2.5 km as previously. The radiation condition was applied at 65 km. We can
see from a comparison of Fig. 5(a), which gives the wave structure for the case
Az = 5 km, and Fig. 2, which is the control case with Az = 2.5 km, that a grid
increment of 5 km is sufficient to reproduce rather well the major features of
the higher resolution results. The maximum amplitude of 161 m is now situated
at a height of 20 km as opposed to the maximum of 171 m at 17.5 km in Fig. 2.
The difference between the two phase angle distributions is insignificant.

When the vertical resolution is further reduced to Az = 10 km the results of
Fig. 5(b) are obtained. The maximum amplitude is now reduced to slightly more
than 125 m and appears at 25 km. Again the phase angle is not seriously affected
by a reduction in the vertical resolution. It appears, then, that while a vertical
grid interval of 2.5 km may be somewhat finer than strictly necessary to resolve
the structure of planetary waves in the stratosphere, an interval of 10 km will
yield results that are significantly affected by the lack of resolution. It should be
understood here that the discrepancies between Fig. 5(b) (or a) and Fig. 2
refiect both the greater truncation errors introduced by the increase in Az and
the fact that the low-resolution grid cannot resolve all the salient features of the
mean zonal wind distribution.

It is interesting at this point to compare the results of Fig. 3(c) and Fig. 5(b) ~
both of which are based on roughly the same number of computational levels,
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Fig. 4 Same as Fig. 2 except that the rigid top boundary condition is applied at (a)
42.5km,n =15, (b) 32.5km,n = 11; (¢) 22.5km,n=17.

n". The comparison shows that when s, is computed at a relatively small
number of levels, more realistic results are obtained when these few levels are
spread over a deeper region of the stratosphere rather than concentrated in

*Although with the radiation condition it is possible to compute the solution for

Z > zr it is not necessary to do so and the computational effort required to obtain the
solution in the region 5 km < z < zr is dependent on n.
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Fig. 5 (a) Same as Fig. 2 but with a vertical grid increment of 5 km, so that n = 12.
(b) Same as Fig. 2 but with a vertical grid increment of 10 km, so that n = 6.

the lower layers. It appears then that the assumption d@/dz = 0 for z = 22.5
km in Fig. 3(c) has more detrimental effects on the wave structure than the
decrease in resolution in Fig. 5(b). A similar comparison cannot be made for
the model with the rigid top boundary condition since the low-resolution case
(Az = 5 or 10 km, zp = 65 km) has not been computed. Considering the very
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poor results obtained when the rigid top is located at 22.5 km, it seems likely
that an improvement would be obtained if, for the same number of horizontal
levels, the rigid top were raised to 65 km.

6 Conclusion

This study on the modelling of atmospheric stationary quasi-geostrophic long
waves was focused on the influence of the upper boundary condition on the
stratospheric structure of the waves. Attention was concentrated on zonal wave
number one since it is known to propagate vertically more freely than shorter
waves and is more likely to be affected by the formulation of the upper
boundary.

Using a linearized quasi-geostrophic model with a zonal wind distribution
which is fairly typical of winter conditions, it was found that while the radiation
upper boundary condition and the rigid top condition yield similar results when
both applied at 65 km, they yield drastically different results when applied at
22.5 km. In this case the radiation condition yields a wave structure which,
while being rather different from the one obtained when the upper boundary
is at 65 km, is nevertheless superior to the solution obtained with a rigid top
at 22.5 km. In fact, a rigid top at 22.5 km yields completely meaningless results
for the wave structure in the lower stratosphere.

A comparison of the wave structures obtained using the radiation boundary
condition with (a) 7 horizontal levels between 5 and 22.5 km and (b) 6 levels
between 5 and 65 km, revealed that (b) yields better results even though the
vertical grid increment is four times larger. It appears that the conclusion would
be qualitatively the same if a rigid top boundary condition were used.

It should finally be emphasized that the results described in this study apply
to a specific zonal wind distribution. Different results might be obtained, for
example, with a summer zonal wind distribution.
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Scaling Turbulence in the Planetary Boundary Layer

G.A.McBean
Atmospheric Environment Service, Downsview, Ontario

[Manuscript received 14 January 1976; in revised form 10 August 1976]

ABSTRACT

Two different approaches to scaling
turbulence in the planetary boundary
layer over Lake Ontario are inves-
tigated. The height up to the inversion
was found to be the appropriate scal-
ing height while u. for near-neutral

and w. for unstable conditions were
the appropriate scaling velocities. The
results were in general agreement with
the numerical models of Deardorff
(1972) and Wyngaard, Cote, and
Rao (1974).

1 Introduction

One characteristic that distinguishes the planetary boundary layer (pbl) from
the atmosphere above it is the almost continuous distribution in space and
time of turbulent motion. The turbulence is responsible for the transfers of
momentum, heat, and matter, for the bouncing of an aircraft on ascent or
descent, and for the buffetting of tall structures. Although a comprehensive
theory of the pbl is lacking, much progress has been made in numerically
modelling the pbl (e.g. Deardorff, 1973). There is still a need, however, for
experimental data against which these models can be compared. The data are
also valuable for the development of empirical relationships, which are very
useful for practical applications.

In this paper an analysis of data collected during the International Field
Year on the Great Lakes (IFYGL) is presented. The turbulence data were ob-
tained by the National Aeronautical Establishment T-33 jet aircraft, specially
instrumented for turbulence measurements, and have been described by
McBean and MacPherson (1976) and McBean and Paterson (1975). The buoy
and radiosonde data were collected as part of the IFYGL basic data set and are
available from the IFYGL data banks. It is proposed to consider the scaling of
the turbulence as a function of height and stability. First, two possible scaling
schemes for pbl turbulence will be described. Then a comparison of the two
schemes will be presented and, finally, some empirical formulas will be given
in the hope that they will be useful in some applications. The results will be
compared, as well, with the numerical model results of Wyngaard, Cote, and
Rao (1974; hereafter cited as WCR) and Deardorff (1972; hereafter cited as
D72).

Atmosphere Volume 14 Number 4 1976



2 Turbulence scaling parameters

Although there are many possible ways of scaling turbulence, only the two
most widely used will be considered. To represent the turbulence the standard
deviations of the fluctuations of the three velocity components and virtual tem-
perature and the fluxes of momentum and virtual heat will be used. The scaling
will then be in non-dimensional form, i.e.

oulPy = G(2/P,, S)

and
F /D, = CJ(z/P.,S)
where o, is the standard deviation of the fluctuations of x,
F, is the flux of x,
D, P, P, are the scaling parameters,
z is the height
S is the stability

and G,,C, are unknown functions which will be different for each x.

For each scaling scheme we need a scaling velocity, a scaling temperature,
a scaling height, and a non-dimensional number to represent stability. Because
there is some latitude in choosing these scales it is necessary to consider the
physical basis for the scaling. In analogy with surface-layer scaling (see, e.g.
Wyngaard, 1973) we can use for scaling velocity and temperature:

ux = {7/p}"* where 7 is the surface stress,
T+ = —Q/u. where Q is the virtual temperature flux;

and for stability, a height divided by the Monin-Obukhov length, L =
u2T/kgT. where k is von Kdrmén’s constant (= 0.4). For the neutral baro-
tropic pbl the relevant scaling height is cu./f (Tennekes, 1973), where f is the
magnitude of the Coriolis parameter and c is an undetermined constant with a
value between 0.2 and 0.5.

For convective conditions an alternate surface layer scaling is:

ur=(28Q/T)*%
T/=(0°T/gz)*

Deardorfl (1973) has found for unstable conditions that u. /f was not a relevant
height and that 4, the depth of the unstable layer under the inversion, was more
pertinent. Then, pbl scaling velocities and temperatures are

wa = (hgQ/T)%
and 0. = (Q2T/gh)*.

We thus have two sets of scaling parameters as summarized in Table 1. Note
that all the parameters are independent of height since they are defined in
terms of the surface stress and heat flux and the height of the inversion. T is a
representative temperature of the layer. It should also be noted that these
simple scaling schemes may be an oversimplification. For second-order effects
more complicated schemes will likely be needed.
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TABLE 1. Two possible sets of scaling and
stability parameters

@) ()
velocity Us W,
temperature T o,
height cuslf h
stability cuy/fL h/L

The bulk transfer equations
u.z = CDﬁloz
Q = CD’IIO((TW - Ta) + 0'61T(q‘ - qa))
Cp = (0.58 + 0.068i7,,) x 1073 (@inms™'; Smith, 1973)

were used to compute the surface stress and vertical heat flux, as in McBean
and Paterson (1975). The height of the inversion was determined by examining
the radiosonde data around the lake and deducing what the profile over the
lake would look like. There is a considerable amount of subjectivity in deter-
mining  and the errors could be significant.

3 Results

The observations were made on 8, 9, 12 and 15 October 1972 and only flight
legs over the lake are considered. Most of the flights (43) were flown 150 m
above the lake with some at 30 m (5), 60 m (8), and 300 m (7) for a total of
63 flights. The flights were generally 45 km (6 min at 125 m s—!) in length and
were flown at various angles to the mean wind. On all days there was scattered-
to-broken cumulus and stratocumulus clouds. Cloud bases were generally 800-
1500 m above the surface and often within the boundary layer. All flights were
flown well below cloud bases. In order to separate the effects of stability from
those of height the data were divided into stability groups dependent on either
cus/fL or h/L (Table 2). The number of groups for h/L was smaller because
the stability variations were expected to be smaller.

In Fig. 1 the heights A and 0.5 u./f are compared. For Group A the points
scatter but most fall near the line & ~ 0.3 w./f. The points in the lower right
sector were for cases of significant baroclinicity. For Group C the points are
near h ~ 0.5 u./f with the points for Group B being intermediate. The D72

TABLE 2. Stability classifications

0.5u./fL hiL
Group Range No. of Obs Group Range No. of Obs
1 0:—-10 17 A 0:—-12 33
1I —-10:—-20 16 B —12:-34 11
I —20:—-40 11 C —34:—-65 19
v —40:—-50 12
\' —50:-70 7
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Fig. 1 The relationship between the height up to the inversion, /, and the dynamic height,
0.5 u,/f, for each of the three stability groups A, B, C. The solid line is h = 0.5 u, /f
and the dashed line is & = 0.3 u,/f.

modelling studies indicate that 4 is not related to u./f. Both D72 and WCR
found the height of the momentum boundary layer for the neutral case to be
0.3 w./f. Since h is the height of the thermal boundary layer and is poorly
defined for near neutral conditions, it may be only coincidental that 4 ~ 0.3 u./f
was found here for Group A.

Vertical velocity fluctuations
In order to objectively determine which scaling gave the best fit to the data,
the following procedure was used. Each variable was non-dimensionalized with
either u«, w., etc. and plotted against z/h or zf/cu. for each stability group.
Then polynomials (up to order 3) were fitted by the method of least squares
and the scaling scheme that most reduced the variance was accepted as best.
For Group I the best approach was o,/u« vs z/h. For each of Groups Il to V,
o./w. vs Z/h was as good or better than any other scheme. This result was
expected and is in agreement with D72. An advantage of the o, /ws vs z/h
scaling is that the stability dependence of the relationship was negligibly small.
h was the most appropriate scaling height in all cases so it seems more appro-
priate to look at stability groupings A, B, C. It was found that w. and % scaling
was most appropriate for all three stability groupings. The reduction in variance
by grouping on basis of h/L was generally beiter than the groupings based
on cus/fL.

It is somewhat surprising that w. and % proved to be the better scaling system
for Group A. It was expected that u, and u./f scaling would be more appro-
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priate for the near neutral cases. Clarke and Hess (1973) found for the
Wangara mean wind and temperature profiles that u./f scaling was better than
h for all cases. To investigate the effects near neutral, those cases with —A/L
< 3 were considered separately. The scaling combination (w., #) was again
the best. The ratios of the standard deviation from the best-fit, third-order
polynomial to the standard deviation from the mean were: (wsx, i), 0.41; (us,
u+/1), 0.64; (us, ), 0.79; and (w«, u«/f), 0.84. It should be noted that ten
of the twelve cases in this subgroup had 4/L values between 2 and 3 and for all
cases z < L. Surface layer measurements (McBean, 1971; Wyngaard, 1973)
have shown the onset of local free convection for z ~ |0.4L|. Seven of the
twelve cases in this subgroup have z > |0.4L| and hence local free convection
is possible. Because of the small number of cases, it is not possible to further
subdivide the data. The energy input by buoyancy affects most directly the
vertical velocity and temperature fluctuations. This may be the reason why
these data scale better with (w., A) while Clarke and Hess found (u«, us/f)
preferable.

In Fig. 2 the variations of o,/u« (Group A) and o,/w. (all Groups) with
z/h are shown. There is no difference between the Groups for /L scaling.
WCR found no variation of o,,/w. with A/L for —50 < h/L < —10 but their
results for o,/ w» and those of D72 are larger than those presented here.

Horizontal velocity fluctuations

The velocity fluctuations in the longitudinal, u, and lateral, v, directions did
not scale as well as the vertical velocity fluctuations. This characteristic has
been observed in most other studies and can be attributed to the effects of
large scale spatial or temporal inhomogeneities that are not accounted for in
the scaling schemes. For the longitudinal component (u., h) was best for
Groups I and A although (us, u./f) also gave good results. For the more
unstable groups (w., h) was the preferable scheme. For the lateral component,
the results were not as consistent and the scaling frequently did not reduce the
variance to the level of 1% significance (Brooks and Carruthers, 1953, p. 303).
For Group A (w., h) was best and for Group B (w«, h) and (us, h) equal. For
Group C no scheme was statistically significant.

In Figs 3 and 4 the scaled results for o, and o, are given. For Group A the
results, scaled by (u«, h), are quite scattered with an indication of a decrease
in o, and o, with z/h increasing. The model computations of D72 and WCR
bracket most of the data points, except for z/A near 0.35 where there are several
measured values of both o, and o, that seem too large. There are also two cases
for z/h ~ 0.09 with large values; these were for adjacent flight legs and it
appears that the surface wind estimate is anomalously low.

For the unstable group (Groups B and C together) there is the same amount
of scatter with a slight increase of o,/w« and o,/w. with z/h. The results are
in approximate agreement in magnitude with D72 and WCR. However, since
the D72 model predicts a decrease with z/# and the WCR model predicts an
increase, a detailed comparison is not worthwhile.
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Fig. 2 Non-dimensional standard deviations of vertical velocity fluctuations against the
non-dimensional height, z/A. On the left are the near-neutral data (Group A),
non-dimensionalized with u,; on the right are the data non-dimensionalized with
w,. The WCR curve at the left is for #/L = 0, at the right /L = —50 and the D72
curve is for /L = —45. The solid curve on the right is o./w, = 0.40 + 1.1 z/h —

1.1 (z/h)>
Virtual temperature fluctuations
The virtual temperature fluctuations, 6,, were not measured directly but can be
related to temperature, 6, and humidity, ¢’, fluctuations by,
0,=6(1+0.61g) +0.61¢'T —-0.61¢'6
The variance is then
0,2=0% (1 +0.617)*+ (0.61T)2q"®
+2(1+0.617) 0.61T 8 + 0.37 (4’6)2
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Fig. 3 Non-dimensional standard deviations of longitudinal velocity fluctuations against
the non-dimensional height, z/4. On the left are the near-neutral data (Group A),
non-dimensionalized with u,; on the right are the unstable data (Groups B and C),

non-dimensionalized with w,. The WCR and D72 curves are for the stabilities
indicated.

The fourth term can be shown to be neglible in comparison to the others. The
other three terms are of the same order. However, the correlation 8q’ was not
computed in the data processing. Therefore, the results to be presented are for

oy, = 0p(1 + 0.617) 4 0.61T0,

and hence may be about 30% underestimated. The variations with height and

stability, however, should not be greatly affected.
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Fig. 4 Non-dimensional standard deviations of lateral velocity fluctuations against the
non-dimensional height, z/ k. (See Fig. 3).

For the near neutral group the data were quite scattered because of relatively
low magnitudes for a, , 6. and I.. For the unstable groups, 4 and 0. are the best
scaling parameters. The results (Fig. 5) show an increase of o4 /0. with increasing
zfh and are in reasonable agreement with D72 and WCR.

Momentum flux

The momentum flux is one of the most difficult variables to measure experi-
mentally. The results here were no different. The data showed a large amount
of scatter regardless of the scaling scheme. The scatter may be due to baroclinic
effects and entrainment of air from above z = A, as discussed by Deardorff
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Fig. 5 Non-dimensional standard deviations of potential temperature fluctuations against
the non-dimensional height, z//, for the unstable Groups B and C. The WCR and
D72 curves are for h/L = —50 and —45, respectively.

(1973). In Fig. 6 is aw/u.? vs z/h for Group A. For comparison, the model
results of WCR for A/L = 0, —2 and —10 are shown. All that can be said is
that the results do not disagree significantly. For the unstable groups the data
are very scattered and not shown. The vw/u.® term was generally very small
for smail z/h and increased with z/h. The amount of scatter was again very.
large.

Virtual heat flux
The virtual heat flux can be computed as

w8, =wl (1+0.617) + 0.61T wq”

because the third order terms can be shown to be negligible. The virtual heat
fluxes were very small for the near-neutral group and the ratio w@,/Q de-
creased from near unity at z/h = 0 to 0 about z/h ~ 0.3 as shown in Fig. 7a.
The shape is similar to that for momentum flux and indicates that the momen-
tum and heat flux boundary layers are similar in depth (z ~ 0.3 #). For Groups
B and C (Fig. 7b), the data were also quite scattered. The best-fit straight line
for Group C (w0,/Q =0.76 — 0.99 z/h, T, = 0.32) is shown. A second order
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Fig. 6 Noa-dimensional momentum flux or stress against the non-dimensional height z/k
for the near-neutral Group A. The three dashed curves are all from WCR for the
stabilities indicated.

polynomial fit did not significantly reduce the variance. When the analysis was
done on Groups I to V it was found that linear fits had relatively high correla-
tions for Groups I, II, and V. Extrapolations to w8,/Q = 0 gave values z/h =
0.14 (Group I), 0.37 (Group II) and 0.68 (Group V). Thus, it seems that
the heat flux boundary layer becomes deeper and approximates the height
up to the inversion layer for unstable conditions. Lenschow (1970) found the
heat flux equal to zero near z/k = 0.8 from measurements in an unstable
boundary layer.
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indicated are best fit polynomials (to order 3) to each group.

4 Practical considerations
As shown in the previous section, the best scaling parameters were h, w. and
@. which requires knowledge of the height to the inversion as well as the surface
heat flux. An advantage of the cu«/f, u. and T+ scaling is that they can be speci-
fied with knowledge of the surface values only. There is no need to know the
height up to the inversion. For practical reasons then the cu./f scaling may be
more useful, particularly for those concerned with the intensity of the turbulence
as a function of height.

In Fig. 8 the variations of o,,/u. with height and stability are demonstrated.

Scaling Turbulence in the Planetary Boundary Layer 265



As shown, there is an increase of o,,/u« with stability at a given non-dimen-
sional height. For near-neutral stabilities o,/ u+ is about constant or slowly de-
creasing with zf/cu. while for unstable stratifications there is a marked increase
with zf/cu.. For practical purposes one could use:

ou/usx ~ 1.1 — 1.6 zf/u. for near-neutral conditions, which reduces to
o./u- ~ 1.0 for neutral stratifications, and o,,/u. ~ 1.1 + 42 zf/u. —300
(zf/u.)? for unstable stratifications (the curve for Group IV). These expres-
sions would be valid for z < 0.1 u./f ~ 103 u« (mid-latitudes). For over water
this would be z < 30 ;. Over land it will be more difficult to determine u«
from the mean wind and it is possible that the results may depend on the surface
Rossby number G/fz, where G is the geostrophic wind speed and z, the rough-
ness length.

For o,/u. and o,/ u. the results were similar to those for o,,/u+ but with a
larger amount of scatter. For Groups I and II the curves were similar with both
parameters decreasing slightly with height. The best straight line fits were:

o /ur=2.1—12zf/u. o,/ us = 1.7 — 8 zf/u«

for near-neutral conditions. For the unstable Groups II1, IV, and V both o,/ u«
and o,/u. increase slightly with height. The scatter is larger but straight line
approximations would be valid for practical purposes. These are

o /us=23+62zf/u. o /uxs =22+ 6 zf/u.

for unstable conditions. The comments made on o,/u. apply to these results
as well.

S Summary

The turbulence in the planetary boundary layer does seem amenable to scaling
by fairly simple schemes. The best of the two sets proposed in the literature
seems to be to scale the heights by A, the height to the inversion, velocities by
w. = (ghQ/T)* and temperatures by 8. = (Q2T/gh)*, for unstable stratifica-
tions. For neutral conditions 4. may be more appropriate for velocities. The
experimental results were generally in agreement with the results of the numer-
ical models developed by Deardorff (1972) and Wyngaard et al. (1974). It is
evident, however, that further experimental studies are necessary to resolve the
effects of surface roughness, baroclinicity, and the lack of time stationarity.
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ABSTRACT

Air temperature measurements from
car traverses in and near Vancouver,
B.C. are used to test two urban heat
island models: one an empirical
model, the other a theoretical advec-
tive model. The empirical model de-
scribes the Vancouver observations
well, whereas the advective one per-
forms rather poorly. This discrepancy

may be attributed to a failure to dis-
tinguish between meteorological con-
ditions in the urban canopy, and those
in the overlying urban boundary layer.
This leads to a reassessment of the
explanation of the relationship be-
tween city size (as measured by pop-
ulation) and the heat island intensity
(as measured in the urban canopy).

1 Introduction

In a previous paper (Oke, 1973) the relationship between a city’s size (as
measured by its population, P) and the intensity of its urban heat island, AT, _,
(as defined by the difference between the background rural and highest urban
temperatures) was explored. Based on measurements from ten Québec settle-
ments ranging in size from 1.0 X 10® to 2.0 X 10°® inhabitants it was shown
that AT,_, is related to log P. With clear skies at the time of maximum heat
island intensity (just after sunset, Oke and East, 1971; Hage, 1972; Oke and
Maxwell, 1975), the following empirical relation was derived:

PO.27

AT,-; = 1 5z705% (1

P3*

~ G
where 7 is regional (10 m) wind speed (m s—!) and AT,_, is measured in °C.
Equation (1) is open to criticism because it is purely empirical in origin,
and dimensionally incorrect. Summers (1964) on the other hand developed
a physically-consistent theoretical model of the urban heat island based on an
advective concept. The Summers model envisages stable rural air being ad-
vected across a warmer urban area. During its passage across the city the
lowest layers become progressively modified due to the input of urban heat,
and the increased mechanical turbulence produced by the greater urban rough-
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ness. Under certain limiting assumptions (see below) the model predicts that
AT, _, should be proportional to the square root of the distance of fetch (x)
from the upwind rural/urban boundary to the city centre:

AT, = [?iQ_“T @

pc il

where Q is the urban surface heat output, « is the difference between the urban
and rural potential temperature (6) lapse rates, which is given by the rural value
(28/Az), if the urban profile is assumed adiabatic (i.e. (A8/4z),=0), p is
the air density and ¢, is the specific heat of air at constant pressure. Equation
(2) is strictly valid only for the simple case of a spatially uniform heat source
(@) and a steady wind with no shear, but has been applied over a wider range
of conditions.

The empirical fourth root of P result in (1) could be interpreted as being
consistent with (2) from simple geometrical arguments (Ludwig, 1970; Oke,
1973). In a circular city the distance x is the radius r and is therefore pro-
portional to the square-root of the built-up area, 4(A = «r?). In North
America P is proportional to A raised to an exponent close to unity (Tobler,
1969). Hence with AT, _, 7*, and r « P* we might expect AT, _, « P*%,

In the present study both of the above models are tested using data from the
same city.

2 Survey area and measurement

The urban heat island and temperature lapse rate data used in this study were
gathered by automobile traverses in and near Vancouver, B.C. (Fig. 1). The
metropolitan region is located at the mouth of the Fraser River Valley. It is
surrounded to the east and south by mixed farming and residential areas, to
the west by the waters of Georgia Strait, and to the north by the Coastal
Mountains which rise abruptly to a height of about 1.3 km. The total population
of the urban region is approximately 1.1 X 10%. The most densely settled
and intensely built-up area is ex-central, being located on Burrard Peninsula
(Fig. 1).

Air temperatures were monitored with a thermistor probe sensor (response
time 0.8 s) and recorded on a chart recorder to a relative accuracy of =0.2°C
(Oke and Fuggle, 1972). The probe was mounted approximately at 1.5 m, and
to one side away from the vehicle. The probe was shielded against radiation and
aspirated ata rate of 3.5 ms—1.

Data gathering involved three modes of traverse. On some occasions as many
as six cars covered an area of the metropolitan region in closed traverses, each
taking approximately 1.5 to 2 h. This provided a complete spatial distribution
of air temperatures. On other occasions only one car was used to complete a
40 km closed traverse in approximately 1 h. The route (Fig. 1) was identical
to that described in Oke and Maxwell (1975), and was chosen to provide a
complete rural/urban cross-section (based on the experience gained from the
spatial distribution traverses). Sometimes in conjunction with one of the above
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Fig. 1 Location and land use map of Vancouver, B.C., including outline of built-up areas
and automobile traverse routes.

two modes a car traversed the Mt Seymour Highway (Fig. 1). This provided
a temperature profile extending essentially from sea-level to an elevation just
greater than 1 km. This profile was used to estimate a first approximation to
the free air rural lapse rate. The lapse rate was estimated as the average slope
of the temperature profile between 200 m above sea level, and any major break
in the profile above. The lowest 200 m layer was omitted because of suspected
urban and water body effects. Lapse rates measured in this manner have been
found to compare very favourably with those from a light aircraft flying over
Burrard Inlet, and from a gondola running up Grouse Mt. (Fig. 1) by Suckling
etal. (1975).

Corrections were applied to the raw data to account for temperature change
during the traverse period, and to make allowance for height differences. The
time-based corrections were applied assuming linear temperature change with
time. This appears to be approximately correct for data collected, as in this
case, about 1-3 h after sunset (Oke and Maxwell, 1975). Height corrections
were performed by converting the time-corrected environmental temperatures
to potential temperature (€) standardized to a pressure of 1000 mb. The
change in heat island intensity due to this correction is minimal. Hence the more
familiar symbolization AT, _ . is retained.
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Suitable AT, _., data to test the Oke (1973) relationship were available from
37 of the traverse nights (15 spatial surveys and 22 cross-section traverses).
The data only refer to the time of near maximum heat island development
(approximately 1-3 h after sunset), when skies were near cloudless (<2 tenths
Cirrus). Data to test the Summers (1964) model were available from 26 nights
(20 of the cloudless nights used above, and 6 with >2 tenths Cirrus). The
smaller data set was due to the requirement of simultaneous observations of
AT,_, and vertical lapse rate. The data were gathered in the period 1972-75,
and include all seasons of the year.

Hourly meteorological observations of wind speed at a height of 10 m, wind
direction, cloud amount and type, and total atmospheric pressure were ab-
stracted from the Vancouver International Airport (Fig. 1) records.

3 Model tests

a Oke(1973)
Fig. 2 shows the relationship between AT, _ . and & for Vancouver with cloudless
skies. After transformation, linear regression analysis yields:

AT, =25 e

with a coefficient of determination > = 0.62, and a standard error-of-esti-
mate for AT,_, (Sar) = *+1.36°C. Comparison of the original Québec model
(1) with this Vancouver relationship (Fig. 2) reveals remarkable agreement.
The maximum difference between the two over the range of 7 =1 to 11 m s~
is approximately 8% at 1 m s—1. (Note that (1) was derived for # <6 m s~
and hence its extrapolation to higher speeds is only tentative.)

The upper and lower limits of a relation such as (3) do provide some dif-
ficulties in estimating such interesting features as the maximum heat island
intensity (AT,—,max) ), and the critical wind speed at which the heat island is
obliterated #..x. As winds drop below 1 m s~ the form of (3) will increas-
ingly tend to overestimate AT, _, because it ignores the fact that there are limits
to the intensity (Oke, 1973). These limits include the generation of thermal
breezes, which tend to diminish urban/rural contrasts, and the finite availability
of energy. Equally the data precision decreases at small i1 because of instrument
limitations and the spatial complexity of the wind field. As a consequence of
these problems it is not possible to extrapolate (3) to find AT, _,(max). The
maximum spot value measured was 11.6°C (see Fig. 4). This is slightly larger
than originally reported by Oke (1973) and modifies the relation derived
therein relating AT, _, (nax) to P for 18 North American cities:-

AT, r(max) =2.96log P — 6.41.
The new relation is:
AT, (maxy = 3.06 log P — 6.79

and gives improved statistics of 72 = 0.97 and Sxr = =0.6°C.
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Fig. 2 Relation between measured heat island intensity and regional wind speed for
Vancouver, B.C. Data gathered at about 1-3 h after sunset on cloudless nights.

Dashed line is least squares regression fit to the Vancouver data, and the solid line
is from Oke (1973) based on 10 Québec settlements.

On the other hand the value of #..:: for Vancouver is difficult to assess due
to the sparseness of the data beyond & = 6 m s—*! (Fig. 2). Oke and Hannell
(1970) developed an equation for &..;; from log P. For Vancouver this suggests
iZ..i; should be approximately 9 m s—?, but according to Fig. 2 this appears to be
an underestimate. This may be due to the use of standard climatological and not
traverse data in constructing the original equation. The former tend to under-
estimate AT, _, because the stations are often located in parks, and only by
chance are they located in the heat island core. The inclusion of cloudy sky data
would operate in the same direction.

There is evidence of a seasonal bias in Fig. 2 with a tendency towards a
relatively larger heat island for a given wind speed in the warmer half of the
year. It is not appropriate to speculate as to the physical cause of such an effect.
It should be noted, however, that the absolute magnitude, and the seasonal
variation of anthropogenic heat output Q, from Vancouver is not large. Yap
(1973) calculated the winter flux density for Vancouver City to be 23 W m—2,
and for the summer 15 W m—2, Probably more important to the heat island is
the strong contrast in seasonal climate characteristics (e.g. air mass stability,
moisture availability, solar absorption, etc.).

Despite some small problems, we may reasonably conclude that the Van-
couver results provide support for the simple model of Oke (1973). This is
important because an empirical model such as this requires verification with
an independent data set.
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b Summers (1964)

Equation (2) was evaluated for each case assuming that x represented the
distance between the upwind urban/rural boundary and the core of the heat
island. This gave a range of fetches from x = 0.5 km with winds from the NNE,
to 17 km with winds from ESE.
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Fig. 3 Relation between measured heat island intensity and the Summers (1964) advec-
tive model calculations. The “arrows” on each point represent the wind direction
based on a 360° compass.

The relationship between AT,_, and the product [2x(a6/Az),/pcyil* is
given in Fig. 3. The result is not very satisfactory for three main reasons. Firstly,
the scatter of points is rather large. Linear regression produced rather weak
statistics with r2 = 0,27, and Say = +=2.32°C. Secondly it follows from (2) that
the slope of this relationship should be Q*: and on this basis the average
value of @ = 208 x 24 W m—2. This is approximately one order of magnitude
larger than the Vancouver Oy values mentioned earlier, and substantially larger
than the turbulent sensible heat fluxes measured in Vancouver at this time of
night both above roof level (Yap and Oke, 1974), and within canyon (Nunez
and Oke, 1976). In addition there appears to be no obvious seasonal variation
in Q. Thirdly the scatter in Fig. 3 appears to depend on the direction of fetch
(as indicated by the “arrows” in each case), and surprisingly the relatively
large AT, values at each given value on the abscissa (i.e. implying relatively
large Q) are associated with the shortest fetches from the w and N quadrants,
and the smallest values with long urban trajectories from the E and s (Fig. 1).
A particularly striking example of this is exhibited by the heat island map for
4 July 1972 (Fig. 4), when AT,_,may) Was recorded. The observation period
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Fig. 4 Two-dimensional temperature distribution in Vancouver, B.C. at 2100 psT on
4 July 1972 with clear skies, and with winds w and Nw at 2.0 m s—1, Isotherms are
time-corrected potential temperatures (°C).

was characterized by w and Nw airflow off the water (surface temperature
20°C), giving a very short urban fetch (< 2 km) to the heat island core. Such
a situation is antithetic to the Summers cumulative heat advection mechanism.

The above is not a thoroughly rigorous test of the Summers model, for ex-
ample in the use of 10 m wind data instead of that for the whole mixing layer;
and the use of mountainside traverses to approximate the free air sounding.
However, most errors attributable to these approximations will only cast doubt
on the absolute values and not upon the generally weak form of the relation-
ship, and could do nothing to alleviate the problem associated with the “inverse-
fetch” effect.

4 Discussion

It is hypothesized here that there are at least two different heat islands produced
by urbanization. The proposed classification which follows recognizes two
layers of the atmosphere: one is governed by processes acting at the microscale;
the other by those at the local or mesoscale.

The first layer may be termed the urban canopy (Fig. 5), consisting of the
air contained between the urban roughness elements (mainly buildings). The
urban canopy is a microscale concept, its climate being dominated by the nature
of the immediate surroundings (especially site materials and geometry). The
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Fig. 5 Schematic representation of the urban atmosphere illustrating a two-layer classifi-
cation of thermal modification.

upper boundary of the urban canopy is likely to be imprecise because of the
nature of the urban “surface” (c.f. vegetative canopies). In densely built-up
areas the limit is visualized to lie at, or just below, roof level; in large open
spaces it may be entirely absent. The depth of this layer may also be a function
of wind speed, shrinking as stronger airflow allows influences from above to
penetrate.

The second layer, situated directly above the first may be called the urban
boundary layer (Fig. 5). This is a local or mesoscale concept referring to that
portion of the planetary boundary layer whose characteristics are affected by
the presence of an urban area at its lower boundary. The modified layer is con-
ceived to develop as an advective internal boundary layer. In the downwind
region this layer may become separated from the surface as a new rural bound-
ary layer develops underneath, and this has been termed the urban plume
(Clarke, 1969). The top of the urban boundary layer is commonly capped
by a temperature inversion giving some correspondence with the upper limit
of urban pollution.

The evidence to support this conceptual hypothesis is neither direct nor com-
plete at this time, but the problems experienced here with the Summers ap-
proach could be viewed as an inappropriate mixture of heat island measure-
ments in the canopy layer, with a model based on boundary-layer mechanisms.
If so, the same error was incurred by Summers (1964) when he tested his
model using surface minima data from climatological stations. The approximate
agreement obtained may have been fortuitous since both his estimates of AT, __,,
and Q (see Leahey and Friend, 1971) were too low. Evidence of the inappro-
priateness of this advective approach to explain canopy measurements of AT, _,
is provided in this study by replacing the variable fetch in (2) by a constant
value of x. This is the primary operator in the advective approach and its
removal should decrease the predictive power of the relation. On the contrary,
however, its absence actually improves the fit compared to that in Fig. 3, giving
r? = 0.57 and Sar = *=1.78°C. This strongly suggests that urban fetch is not
important in explaining canyon measurements of AT, _,.

Relegating the role of advection in the formation of the canopy heat island
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would seem to largely negate the explanation for the fourth root of P relation-
ship given in section 1. It now seems reasonable to suggest that P may be less
a surrogate for distance and more one for the physical structure of urban central
areas. This would mean that cities with a greater number of inhabitants exhibit
more extreme signs of urbanization in their core areas and therefore greater
thermal modification. For example, as a city’s population grows the size of the
buildings in the core increases; the sky view factors for long-wave radiative
cooling decrease; the heat capacity of the construction materials and the ther-
mal inertia of the structures increase; the density of anthropogenic heat emis-
sion increases; the amount of vegetation decreases, etc. Such an explanation
appears reasonable, but in the absence of more direct measures cannot be
verified.

Unwin and Brown (1975) provide indirect support when they note an
almost perfect linear relationship between the proportion of city area modified
(i.e. unnatural) and log P using data from cities in the United States compiled
by Marotz and Coiner (1973). Their modification term represents the whole
city and not just the core area, but it may be assumed to be indicative of the
urbanization process. If this hypothesis is correct, then the differing slopes
relating AT, ,max) to log P found for North American and European settle-
ments (Oke, 1973) may be explainable in terms of the different urban mor-
phologies of city centres in the two regions. It is a general observation that
North American city core areas exhibit more tall buildings than is the case in
Europe.

The hypothesis that P is a surrogate for physical structure rather than dis-
tance of fetch would also explain the results of Chandler (1967). In a study
of the heat islands of Leicester (P = 0.27 X 10%, 4 = 70 km?) and London
(P = 8.25 X 108, A = 1940 km?) it was shown that despite their disparity in
size (and therefore fetch), the urban/rural temperature differences were
closely comparable if comparison was made between areas of “similar housing
density” in the two cities. These results were previously considered to be inex-
plicable by Oke (1973) in the context of his model.

§ Conclusions

The study shows that a simple empirical model incorporating city size and
wind speed is better able to describe urban heat island observations from car
temperature traverses than a physical model based on an advective concept.
The relatively poor performance of the advective model highlights the need
to separate the climate of the urban canopy (the air beneath roof level) from
that of the urban boundary layer above. It would appear that the canopy ther-
mal climate is governed by the immediate site character (especially building
geometry and materials), and not by the accumulation of thermally modified
air from upwind areas. If there are two distinct layers and heat islands, governed
by different process ensembles — this will require different theoretical frame-
works for modelling and different observation platforms and networks for
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their description. Similarly it will be very important to study the extent to which

these layers are coupled.
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ABSTRACT

A relationship, derived by Liu and
Jordan (1960), under which the total
short-wave radiation may readily be
subdivided into its direct and diffuse
components is shown to vary both
spatially and seasonally. This variabil-

portance of the multiple reflection of
short-wave radiation between the
earth’s surface and atmosphere. A re-
vised relationship, which incorporates
the influence of this process, is shown
to have applicability at a large number

ity is attributed to changes in the im- of Canadian locations.

1 Introduction

Increased utilization of solar energy in the 1970s has resulted in greater interest
in the amount of short-wave radiation (wavelengths <4.0 um) incident upon
a surface of given orientation, as specified by its tilt and aspect. However, the
more readily available observational data are characteristically for the more
restricted, and commonly less appropriate, horizontal surface. Kondratyev
(1969) and others have presented methods for calculating the radiation on a
non-horizontal surface given the energy incident on a horizontal surface, but
the approach requires a knowledge of the proportions of the total short-
wave radiation (K!) reaching the surface as direct (S!) and diffuse
(D!) short-wave radiation. These components are routinely measured at only
a few locations in comparison to the more widespread measurements of the
total short-wave radiation, but analyses of some of the available data have
shown that a relationship between the short-wave radiation and its component
fluxes does exist (e.g. Liu and Jordan, 1960). More complex calculation
methods have been evaluated (e.g. Sadler, 1975), but the simplicity of the
Liu and Jordan approach has led to its widespread adoption (e.g. Hunn et al,,
1975; Lof and Tybout, 1973).

However, the Liu and Jordan model was derived from data for only one
location (Blue Hill, Massachusetts) and has had little independent testing.
Ruth and Chant (1976) tested the relationship using available data for four
Canadian locations and found that the Lju and Jordan approach generally
underestimated the ratio of D} to K! for a given ratio of KV to K, (the extra-
terrestrial short-wave radiation). They attributed the discrepancy to a latitude
dependence in the relationship, though the physical factors involved were not
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TaBLE 1. Canadian stations with regular measurements of diffuse and total short-
wave radiation

Latitude (N) Longitude (W) Record Used
Toronto Met. Res. Stn 43 48 79 33 1967-1975
Toronto Scarborough 43 43 79 14 1960-1967
Montreal Jean Brébeuf 45 30 73 37 1965-1974
Goose Bay 53 18 60 27 1962-1975
Resolute 74 43 94 59 1960-1974

discussed. It is the purpose of this paper to evaluate the performance of the
Liu and Jordan model at selected Canadian locations, to provide reasons for
its demonstrated inapplicability, and to describe and substantiate the validity of
a revised method for determining the component fluxes of the total short-wave
radiation.

Observational data from five locations in Canada are available to investigate
the relationship between the total short-wave radiation and its direct and diffuse
components. The data are collected and published by the Canadian Atmo-
spheric Environment Service. Table 1 provides details of the data record used
in the present study. A departure from the computational procedures used by
Liu and Jordan is that this study uses mean hourly rather than mean daily
values for each month. The benefit of presenting averages for a shorter time
interval is that the values of S! and D! determined from the relationship are
commonly used as input to equations with a validity for hourly, or even shorter,
time periods. The alternative is to determine daily values of St and DV and then
to estimate hourly values from the daily totals (Duffie and Beckman, 1974).
The current wider availability of hourly values increases the desirability of
working directly at the more appropriate time scale (rather than deriving them
by a much more devious method).

2 Evalnation of the Lin and Jordan approach

Fig. 1 presents the data for four Canadian locations in a format similar to that
used by Liu and Jordan in their analysis of the Blue Hill data. Due to the
unreliability at low radiative fluxes of both the measured values and, to a
greater extent, the ratios they determine, data have not been plotted when KV
was less than 42 kJm—2h—1. The value for K, was based on a solar constant
of 1354 W m—* and calculated as a mean hourly value for each day of each
month and subsequently averaged to provide monthly mean values for each
hour. Since Liu and Jordan used a value of 1396 W m—2 and did not average
the K, values in the same manner, there is an opportunity for slight discrep-
ancies between the results of the two analyses.

The Liu and Jordan type relationship is not particularly well followed at the
Canadian locations, judging by the amount of scatter for each of the stations
and particularly for Resolute. Moreover, ignoring for the moment the scatter
for individual stations, the general relationship is not consistent between
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Fig. 1 Relationship between the ratios of mean hourly values of diffuse to total short-
wave radiation at the surface, and of mean hourly values of the total to extra-
terrestrial short-wave radiation for (a) Toronto Meteorological Research Station;
(b) Montreal Jean Brébeuf; (¢) Goose Bay; (d) Resolute

stations. Part of the scatter for individual station data is undoubtedly due to
the use of several mean hourly values rather than a single mean daily value for
each month, but this is by no means a complete explanation. Resolute (Fig. 1d)
is a particularly good example of the nature of the scatter. For any given month
a reasonably well-developed relationship exists with the slope being similar
from month to month. The overall scatter in the Resolute data is a consequence
of a seasonal variation in the constant term (intercept value) in the equation
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of a straight line representing the relationship for any given month. Highest
values occur in the winter months and lowest in the summer months.

This same general pattern appears to hold if one makes a station-to-station
comparison, as opposed to a month-to-month comparison for any single sta-
tion. In this case the tendency is for the intercept value to vary with the latitude
of the location. In addition, for any one lower latitude station, the seasonal vari-
ation (and hence the scatter) appears to decrease. These two trends can be ex-
tended by introducing the relationship derived by Liu and Jordan (1960) for an
even lower latitude location, that of Blue Hill (42°13’N). Over the range of
ratios being examined here the Blue Hill relationship is approximately linear
with a similar slope but an apparent intercept value which is even lower than
those of the southern Canadian stations. It is not pertinent to discuss here the
relative amount of scatter in the Blue Hill relationship since, as noted earlier
there is a difference in the way the data have been averaged. However, the rela-
tionship between scatter and latitude implied by the Canadian data alone would
tend not to support Liu and Jordan’s use of a single line to represent the rela-
tionship between the two ratios.

Despite the obvious validity of the Liu and Jordan approach for the Blue
Hill data, it is now apparent that such a relationship is inappropriate for Cana-
dian locations. Not only does the relationship undergo spatial variability but
also seasonal variability for a given location. The following sections will attempt
to determine the cause of this variability and develop a relationship which over-
comes the limitations of the Liu and Jordan approach.

3 The influence of multiple reflection

This paper advances the hypothesis that the apparent latitudinal and obvious
seasonal variations in the Liu and Jordan relationship are primarily a result of
multiple reflection of short-wave radiation between the earth’s surface and the
overlying atmosphere. The multiply-reflected component has been shown to
be an important, though far from dominant, fraction of the total incoming
short-wave radiation, especially under conditions of high surface albedo or
reflectivity (Hay, 1970; Sawchuck, 1974; Catchpole and Moodie, 1971). The
process of multiple reflection is a result of diffuse scattering and it will increase
the total incoming short-wave radiation largely as a result of an increase in
the diffuse component. Both the ratio expressing the transmission of the atmo-
sphere to the total short-wave radiation and the ratio of diffuse to total short-
wave radiation will increase with muttiple reflection, though the Liu and Jordan
relationship implies that these two ratios are inversely related. The effect of
multiple reflection is to displace data points in Fig. 1 further upwards and to
the right of the origin compared to their position if multiple reflection were not
occurring.

Multiple reflection is a function of both the surface albedo and the atmo-
spheric ‘‘back-scatterance” (Moller, 1965). The size of the spatial and tem-
poral variabilities in the former parameter can be seen from the data presented
in Table 2. These are “regional’ albedos rather than “site” albedos since the
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TaBLE 2. Monthly mean values of surface («) and cloud base («.) albedos used in study. Source: Hay, 1970

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Toronto o 50 50 38 28 25 25 25 25 25 25 29 39
Met. Res. . 58 56 53 51 50 48 49 50 53 53 56 57
Toronto o 50 50 38 28 25 25 25 25 25 25 29 39
Scarborough o, 58 56 53 51 50 48 49 50 53 53 56 57
Montreal « 32 33 25 22 20 20 20 20 20 20 23 28

Jean Brébeuf . 57 55 53 52 50 50 50 50 52 54 57 56

@ 55 56 50 50 35 25 25 25 25 30 35 52
« 56 55 54 56 52 52 53 54 54 57 57 53

o 80 80 79 76 69 45 26 21 45 59 74 79
o 57 52 49 45 52 49 51 54 60 60 56 58

Goose Bay

Resolute

multiple reflection process involves surfaces some distance away from the
radiation instrument site. Considering the influence of albedo alone, Table 2
indicates that for those stations both the overall relative importance and the
intra-annual variability of multiple reflection will be greatest at Resolute.

It appears that variability in the extent of muitiple reflection may explain
why the Blue Hill relationship is not generally applicable and why the spatial
and temporal variabilities in the Liu and Jordan relationship are as described
earlier. The following section attempts to reduce these variabilities and increase
the specificity of the relationship by at least semi-empirically incorporating the
effect of multiple reflection.

4 Modification of the Liu and Jordan approach

A possible modification to the Liu and Jordan approach is to express the rel-
evant ratios in terms of the short-wave radiation fluxes before multiple reflec-
tion. For the approach to be useful, these fluxes must themselves be expressed
in terms of the observed radiation fluxes which include the effects of multiple
reflection. The multiple reflection process is a function of the incoming radiation
before multiple reflection occurs (KV'), the surface albedo () and the atmo-
spheric “back-scatterance” (d) such that:

Ki=KV+KVad+ KV a?d*+....+ KVard'+ .. .. (1a)

=KV/(1-ad). (1b)

Thus KV =K (1 -ad) (1c)
If it is assumed that all the multiply-reflected radiation is diffuse

then DI =DV +Klad 2)

and DV =D| — Klad 3)

where DV’ is the diffuse short-wave radiation before multiple reflection. The
two ratios now become:

K!'  Kl( —ad)
K =~ Ko ®
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and
D" _D| - Klad
Kl Kl —ad)’

The atmospheric back-scatterance (d) may be expressed in terms of the
back-scatterance for clear sky (Bo) and the cloud base albedo («,.), weighted
by the proportion of the sky hemisphere which is clear (1 — n) and covered
by cloud (n), respectively; i.e.,

d = no, + (1 — n)PBo. (6)

This modified approach (using the ratios KV’ /K, and DV /KV rather than
the ratios Ki/K,, and Di/K}) has been evaluated with the same data as were
used in preparation of Fig. 1. Following the results of Mdiler (1965) B, was
taken as 0.25. Initially the cloud base albedo was assumed equal to the cloud
top albedo enabling the values of the latter parameter as calculated by Hay
(1970) to be used in this study. The values used are listed along with the sur-
face “regional” albedo values in Table 2. However, subsequent analyses using
a fixed value of cloud base albedo of 0.60 (Davies et al., 1975; London, 1957;
Mboller, 1965) showed that the calculated values of cloud base albedo did not
improve the relationship between the ratios, In fact, in cases where there was
some doubt about the validity of the calculated cloud albedos (as in the case
of Toronto Scarborough where cloud data for Toronto Malton had to be used),
the relationship improved with the use of a constant value of 0.60 for «..

It is acknowledged that no attempt has been made to standardize the input
data as to the period of record. While the amount of averaging involved will
tend to minimize this error it is recognized that the use of unweighted and
non-standardized averages will likely account for some of the scatter in the
relationships being investigated. This has been accepted as a cost incurred as
a result of using published data.

Fig. 2 shows the relationship between KV /K, and DV'/KV for four Cana-
dian stations. As a result of excluding the effect of multiple reflection, both the
variability at a single station and the discrepancies between stations have been
reduced. Some variability in the relationship does still exist; while part of this
may be attributable to the limitations of the data, as noted above, the influence
of yet other unaccounted factors cannot be ruled out. Nevertheless considera-
tion of the effect of multiple reflection has obviously resulted in the removal
of the largest portion of the variability.

On the basis of the above results, a composite relationship was determined
by eye and is presented in Fig. 3. In extrapolating the relationship beyond the
limits studied in the previous analysis, the general form of the Liu and Jordan
(1960) relationship was maintained since they argued that there is a physical
basis for the form of the relationship near its limits; the modifications developed
here do not negate these fundamental controls.

The relationship as derived here is based on data from a restricted number
of stations and its general spatial applicability requires further independent

3
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Fig. 2 Relationship between the ratios of mean hourly values of the diffuse to total short-

wave radiation at the surface, and of mean hourly values of the total to extra-
terrestrial short-wave radiation (excluding the multiply-reflected components of the
surface fluxes) for (a) Toronto Meteorological Research Station; (b) Montreal
Jean Brébeuf; (¢) Goose Bay; (d) Resolute.

verification. The necessary radiation data are not routinely observed at loca-
tions other than the four stations already considered and at Toronto Scar-
borough. Fig. 4 provides a comparison between the observed diffuse radiation
at Toronto Scarborough and that calculated using the relationship presented
in Fig. 3, a value of 0.60 for «,, and the relevant “regional” albedos listed in

Table

2, and cloud cover data for Toronto International Airport Malton

(Atmospheric Environment Service, 1968). The results confirm the validity

284

J.E. Hay



DK

N i SO S E N S S S | ;

0.1 02 03 04 05 06 07 08 09 1.0

Kl'/K
0
Fig. 3 The general relationship between the ratios of the mean hourly values of the
diffuse to total short-wave radiation at the surface, and of mean hourly values of
the total to extraterrestrial short-wave radiation (excluding the multiply reflected
components of the surface fluxes).

13.0

:
125.0

X101

50.0
4

CALCULARTED DIFFUSE
5.0

.0

a

T 1
0.0 i25.0 150.0

25.0 50.0 75.0 100.0

OBSERVED DIFFUSE (KJ M-2 H-1) (X10' )

Fig. 4 Comparison of observed and calculated diffuse short-wave radiation for Toronto
Scarborough.

Direct and Diffuse Components of Short-Wave Radiation 285



9.0

8.0
1

1.0
i

6.0

5.0
1

VANCOUVER
EOMONTON
FREDERICTON
WINNIPEG
aT1awA

3.0

—_

X +D0G03

2.0
i

CALCULARTED DIFFUSE RHq}gTIUN HRY(1976) (MJ M-2 DRY-1)
i

1
—1

1

a
:E‘J —T T —T =T
4. 9.0

9.0 1.0 2.0 3.0 2 59 6.0 70
CALCULATED DIFFUSE RADIATION HAY (1970} (MJ M-2 DAY-1])

Fig. 5 Comparison of the diffuse short-wave radiation calculated according to Hay
(1970) and using the relationship derived in the present study.

of the relationship which allows for multiple reflection, despite the possible
inappropriateness of the cloud data.

Hay (1970) has presented maps of the monthly mean total and direct short-
wave radiation for Canada from which the relevant data can be obtained for
selected locations in order to further test the relationship. The radiation maps
are based on calculated rather than observed data but may be considered a
totally independent data set with which to test the relationship developed in
the present study. Only the “regional” albedos are common to the two ap-
proaches since the earlier study calculated the radiation fluxes by the application
of appropriate absorption and scattering coefficients to the extraterrestrial
radiation.

Fig. 5 presents the results of a comparison of the two independent methods
for five locations across southern Canada. The majority of the differences
between the two methods are within the indicated limit of 5 per cent, an ap-
propriate accuracy according to Latimer (1972). Thus the widespread regional
applicability of the revised relationship is proven.
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5 Conclusions

Much of the regional and temporal disparities in the Liu and Jordan type rela-
tionship can be attributed to the influence of multiple reflection. With this
process taken into account the variability in the relationship is substantially
reduced. Its effectiveness in estimating diffuse radiation was evaluated using
two independent data sets, with one demonstrating the general regional ap-
plicability of the model. The use of constant values for cloud base albedo and
the clear sky back-scatterance means that the only additional data require-
ments are cloud cover and an estimate of “regional” albedo. Given these
values, the relationship presented here provides a more general method for
calculating the diffuse short-wave radiation from the total short-wave radiation.
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Seasonal Variability of Rainfall Extremes
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ABSTRACT

Monthly rainfall extremes have been
analyzed for three stations in Southern
Ontario. The double exponential
probability distribution was fitted to
the extreme values for each month
considered, each duration selected,
and sets of annual extremes. A sta-
tion-year approach yielded monthly
and annual extreme value distribu-
tions for the lumped region of
Southern Ontario. The analysis has
revealed a pronounced seasonal pat-

amount of rain expected with a se-
lected probability of occurrence dur-
ing the summer being considerably
greater than the rainfall that might
be expected to be exceeded at the
same probability level during the
spring or fall. The extent of the
seasonal variability was found also to
vary with duration. The implications
of the variability are seen to be sig-
nificant for the estimation of the
magnitude and frequency of floods.

tern in the rainfall extremes — the

1 Introduction

Data regarding extreme rainfalls are often very useful for hydrologists and
water resources engineers. Rainfall magnitude and frequency information is
used extensively for the prediction of design floods and the probability of occur-
rence of such flows.

Historically, flood prediction approaches have equated flood frequency to
that of the associated rainfall event (Chow, 1962; Spencer and Dickinson,
1970). Researchers have demonstrated that, at least in rural areas, these ap-
proaches prove to be problematic as there is virtually no correlation between
rainfall and runoff frequencies for selected events (Hiemstra and Reich, 1967;
Matheson, 1975). In fact, as the manner in which the watershed system operates
upon rainfall input varies dramatically from season to season, relationships
between rainfall and runoff frequencies must be dependent upon seasonal vari-
ables.

Therefore, to identify aspects of rainfall input relevant to watershed response,
it is important to consider the seasonal variability of extreme rainfall charac-
teristics. A method of approaching this task is presented below with reference
to data for Southern Ontario.

2 Monthly rainfall extremes
Monthly rainfall extremes of 5-, 10-, 15-, 30-, 60~, 120-, 360-, 720-, and 1440-
min durations have been analyzed for three stations in Southern Ontario. The
Volume 14 Number 4
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TaBLE 1. Correlation coefficients for Gumbel extremal distributions fitted to monthly and annual
rainfall extremes in Southern Ontario

Time Interval

Duration:

minutes Apr May Jun Jul Aug Sep Oct Nov Year
10 0.975 0.946 0.976 0.990 0.960 0.951 0.977 0.980 0.977

30 0.983 0.949 0.978 0.983 0.952 0.921 0.970 0.984 0.968

60 0.986 0.948 0.966 0.992 0.965 0.912 0.958 0.970 0.978

360 0.978 0.969 0.966 0.973 0.983 0.963 0,960 0.979 0.977
720 9.978 0.978 0.962 0.982 0.988 0.972 0.969 0.980 0.986
1440 0.975 0.987 0.955 0.986 0.979 0.970 9.965 0.982 0.984

monthly extremal information has been available for the months of April
through November for London, St Thomas, and Toronto for periods of 35, 50,
and 35 years respectively. Data for the winter months of December through
March were not analyzed as most precipitation during this season is in the form
of snow. Extreme rainfalls in these months are rare and are generally small in
comparison to amounts occurring during the rest of the year.

The Gumbel (double exponential) distribution was fitted to the extreme
values for each month considered and each duration selected. The sets of
annual extremes for the durations at each station were also fitted with the same
form of distribution. Fitting was achieved in all cases by the method of
moments, and the goodness of fit was examined with regard to both correlation
coefficients and control curves. The average correlation coefficients shown in
Table 1 reveal that the Gumbel distribution represents yearly and monthly
rainfall extremes equally well.

60
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Fig. | Monthly and annual extreme value distributions for 30-min storm rainfall at

London, Ontario.
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Fig. 2 Monthly and annual extreme value distributions for 30-min storm rainfall at
Toronto, Ontario.

Although there has been no attempt in the study to fit other distributions to
the rainfall extremes, consideration was given to the oy /o ratio referred to by
Jenkinson (1955) and Krishnan and Kushwaha (1975), where o is the
standard deviation of the set of extreme values and o, is the standard deviation
of the greater members in pairs of extremes. The Gumbel distribution is most
applicable when oy = o, tending to yield overestimates when o > o> and
underestimates when oy < o». Determinations of the ratio for data sets for all
months and the range of durations revealed an average ratio of 1.00 and no
apparent trends with either season or duration. Sampling errors and the pres-
ence of outlier points in the data appeared to be the causes of variations in the
ratio. From these results, it follows that the Gumbel distribution should rep-
resent the data well.

Examples of the fitted monthly and annual extreme value distributions are
presented in Figs 1 and 2. Although the periods of record considered were 35
to 50 years in length, the results revealed considerable scatter attributable to
sampling error. In order to reduce such effects, the data for the three locations
were combined by means of a station-year approach to yield monthly and an-
nual extreme value distributions for the lumped region of Southern Ontario.
An example of these results is presented in Fig. 3.

3 Seasonal variability of parameters

Figs 1, 2, and 3 reveal that for the climatic region studied there is a pro-
nounced seasonal pattern of rain extremes. The return period associated with
selected rainfall amounts occurring during the summer months is considerably
smaller than that associated with the same amounts occurring during the spring
or fall. For example, the return period for a 20 mm rainfall occurring in 30
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Fig. 3 Monthly and annual extreme value distributions for 30-min storm rainfall in
Southern Ontario.

minutes at a point in Toronto during a particular summer month is approxi-
mately 10 years; for the same event occurring in a spring or fall month, the re-
turn period is >100 years. The amount of rain expected with a selected prob-
ability of occurrence during the summer is about double the rainfall that might
be expected to be exceeded at the same probability level during the spring
and fall.

The seasonal pattern was found to be the same for all durations, with the
extent of variability a function of duration. The effect of duration is revealed
in the variability of the means and standard deviations of the monthly extremal
data, presented in Figs 4 and S respectively. The extremal distribution for any
selected month and duration may be determined from the relationship,

PIX<x]=e
where P[X < x] = the probability of the variate X being equal to or smaller
than the value x,
a = 0.4500’x — My
¢ = 0.7800,,
w = the mean of the monthly extreme rainfall, and
o, = the standard deviation of the monthly extreme rainfall.

Although the range of seasonal variability among the means appears most
peaked for the middle durations in Fig. 4, the ratios of the means in relation to

—e—(atx)/c
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Fig. 4 Means of monthly extreme rainfall distributions for selected storm durations in
Southern Ontario.

the April means reveals in Fig. 6 that the range decreases continuously as
duration increases. The mean summer extreme rainfall of short duration is
more than twice the April mean extreme, while the summer 24 hourly mean
extreme is very similar to the April mean.

Fig. 7 reveals that the range in standard deviations of monthly extreme rain-
falls is greatest for the 30-, 60-, and 120-min durations. Although the slope of
the monthly extremal distributions increases continuously with duration, the
range of slopes decreases as duration grows shorter and longer than one hour.

The seasonal pattern in rainfall extremes is attributable to an increase in
short-duration convective storm activity during the months of June through
September. The pattern in Fig. 7 would also suggest that the storm durations
for which this activity is most pronounced is between 30 min and 2 hours.
There is also evidence that, for rainfalls occurring in durations of less than 6
hours and during the months of April through November, rainfall extremes are
least in November.

The seasonal variability of extremes in conjunction with storm duration can
be summarized in the form of monthly depth vs duration curves for selected
return periods. An example of this format is shown in Fig. 8.

4 Annual extremes from monthly data
If a year is considered to be composed of monthly intervals, and if for each
interval there exists an independent extremal probability distribution for rain-
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Fig. 5 Standard deviations of monthly extreme rainfall distributions for selected storm
durations in Southern Ontario.

S Sy

fall amounts occurring in specific durations, the probability of a selected rain-
fall event not being exceeded in a year may be expressed as the product of the
monthly non-exceedance probabilities. That is,

PIX <x]=P X <x]x Pr[X <x]x...xPJ[X<x]
= [1 PiX < x] (1)

i=1
where P,[X < x] = the probability of x not being exceeded in a year, i.c. n time
intervals, and
P;[X < x] = the probability of x not being exceeded in the ith time
interval.
Then the probability of x being equalled or exceeded in a year may be ex-
pressed,

PIX >x]=1— [ PLX < x]. )
i=1

When monthly rainfall extremes are represented with the Gumbel distribution,
the probability of a selected rainfall event being equalled or exceeded in a year
may then be expressed,

Py[X Zx]=1- I—[ e-—e_(x+“i)/c‘i (3)
i=1
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Fig. 6 Ratios of monthly mean extremes for selected storm durations in Southern

Ontario.

where a;, ¢; = the parameters of the Gumbel double exponential distribution
representing the extremes in the ith time interval.

This approach was employed to estimate the distribution of annual rainfall
extremes for each duration considered at the Southern Ontario stations. Exam-
ples of the results are shown in Figs 1, 2, 3, and 8.

The annual extremal distributions developed with expression (3) are not of
double exponential form. However, except for data sets in which serious out-~
liers exist, these distributions closely approximate double exponential distribu-~
tions fitted to annual extremes. Where outliers do exist, the approach involving
expression (3) greatly reduces the effect of outliers on the estimated annual
distribution.

5 Summary comments

Short-duration convective storm activity during the summer months causes
a pronounced seasonal pattern in extreme rainfall amounts in Southern Ontario.
The amount of rain expected with a selected probability of occurrence during
the summer is considerably greater than the rainfall that might be expected to
be exceeded at the same probability level during the spring or fall. Although
the pattern is similar for all storm durations from 5 minutes to 24 hours, the
extent of the seasonal variability varies with duration. Variations in slope of
the monthly extreme rainfall relationships are greatest for a storm duration of
one hour.
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ABSTRACT

A simple form of solar radiation
model was analysed for cloudless days
for Goose, Nfld., Port Hardy, B.C.,
and Edmonton, Alta. Performance for
daily values of total solar radiation
was satisfactory; however, data for
Goose indicated that the model over-

diffuse components of solar radiation,
respectively. Modifications, including
solving for an aerosol parameter k£ and
substituting 0.6 forward scattering in-
stead of the more commonly used 0.5,
improved model performance for di-
rect and diffuse radiation.

and under-estimated the direct and

1 Introduction

Recently, interest in the spatial distribution of solar radiation has increased
especially with respect to the potential utilization of solar energy (Chant and
Ruth, 1975; Hay, 1975). It has been shown that interpolation of solar radiation
values from existing measuring stations can result in significant errors ( Wilson
and Petzold, 1972; Suckling and Hay, 1976). An alternative is the numerical
model utilizing standard synoptic weather data available for numerous loca-
tions and this approach must be implemented in order to supplement the
available solar radiation data.

Based on the original work of Houghton (1954 ), several researchers have
developed and utilized a simple model for the estimation of solar radiation
incident on a horizontal surface under cloudless skies (Monteith, 1962; Idso,
1969, 1970; Hay, 1970a; Davies et al., 1975). The model was shown to per-
form well in these studies. However, some applications in the fields of solar
energy and air pollution studies among others require the knowledge of the
direct and diffuse components of the total solar radiation separately. It is the
purpose of this paper to report on the performance of the Houghton model in
this regard and on the modifications required to obtain reasonable estimates
of the direct and diffuse components.

2 Solar radiation model
On cloudless days, solar radiation received at the surface (K1) is the residual
of the extraterrestrial radiation at the top of the atmosphere, depleted by atmo-
Volume 14 Number 4
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spheric absorption and scattering. As shown in previous studies (Idso, 1969;
Hay, 1970a; Davies et al., 1975) the direct beam radiation, S, at the surface
can be expressed as:

S = I() cos Z l,/wnlljda'*pu‘sdlr.sqlds ’ ( 1 )

where I, is the solar constant (1353 W m—%, Thekaekara and Drummond,
1971), Z is the solar zenith angle and the s terms are transmission functions
after water vapour absorption, aerosol or dust absorption, water vapour scat-
tering, Rayleigh scattering, and aerosol or dust scattering respectively. Follow-
ing Houghton (1954), absorption of the solar beam was assumed to occur
before scattering and half of the aerosol or dust depletion was assumed to be
due to absorption.

The scattered portion of the direct beam reaching the ground, D, can be
expressed as follows, assuming half of the scattered radiation reaches the
surface:

Ds = 05 IO cosZ L’/walllda (1 - lllws'*,lrsl,]du) . (2)

An additional term representing the first order component of the multiply-
reflected radiation, D,, was added following the work of Hay (1970a):

Db = a(S + Ds) (05 d“'wub‘l}darb(l - 'wbwsblpz'sb‘,/dsh) ), (3)

where « is the surface reflection coefficient or albedo and the b subscripts in
the s terms represent the transmissions for diffuse radiation with optical air
mass m = 1.66. Albedo was assumed to be 0.2 with no snow cover and 0.8
with snow. Equation (3) represents the first term of a geometric series. There-
fore,

Dy=(S+ D) p/(1—p), (3a)

where
P =0.5 alpwahllldah(l - lpwsblprsb'-ljdsb) - (3b)

For computation, the first order term given by equation (3) was used. The
incoming diffuse radiation (D) is the sum

D\ =D, + D, (4)
and global radiation is the sum of the direct and diffuse components:
Ki =8+ D, (5)

The transmission functions used are those expressed by Davies et al. (1975)
as follows:

$,s = 0.972 — 0.08262m + 0.00933m? — 0.00095m,> + 0.0000437m*,  (6)

b, = 1 — 0.0225mu, @)
e = 1 = 0.077(mu)°-3, 8
and ¢'D = lljdalllds = Km, (9)
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where m is the optical air mass, u is precipitable water in centimetres and « is
an aerosol or dust parameter. The formulations for ,, and Y., are from
Houghton’s original curves. The optical air mass was calculated for hourly
periods using the formulation of Kasten (1966) for relative optical air mass, m,:

m,(Z) =1/[cos Z + 0.15(93.885 — Z) —1.253], (10)
and then corrected for pressure, p (in mb), as:
_ m(Z)p

MZ) = 151325 - ()

Precipitable water u was calculated using 0000 and 1200 h eMT radiosonde
observations by the method of Hay (1970b). The formulation for ¥, is that
proposed by McDonald (1960). For the aerosol or dust term, Houghton
(1954) assumed equality between Y54, and {;,

Yaa = Pas = k™, (12)
where k was given the value 0.975. This corresponds to k = 0.95 in (9).

3 Performance of the unmodified solar radiation model

Hourly meteorological data from the Atmospheric Environment Service of
Canada were analysed for each of the following locations: Goose, Nfld., Port
Hardy, B.C., and Edmonton, Alta. The available period of record is indicated
in Table 1. These stations were chosen as a consequence of the availability of
surface hourly, upper air, and radiation data and because of a desire for loca-
tions representative of contrasting atmospheric environments. Days with cloud-
less skies during the daylight periods were identified with allowance for up to
four hourly observations of one-tenth cloud cover being accepted as “‘cloud-
less.” Table 2 lists the days utilized both for model development and subsequent
independent testing.

TasLe 1. Locations and periods of available data record used in this

study
Goose Port Hardy Edmonton
Latitude 53°19’'N 50°41°N 53°34'N
Longitude 60°25'W 127°22°W 113°31'W
Period of
available
data record 1964-1975 1968-1972 1960-1971

Modelled values of solar radiation were calculated for hourly periods and
summed to obtain daily totals for the first group of days for each location.
These hourly and daily totals were compared to measured values as reported
in the Monthly Radiation Summary (Atmospheric Environment Service,
Toronto, Canada). Model performance is summarized in Table 3 using both
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TABLE 2. “Cloﬁdless” days utilized in this study

(a) Model Development :

Goose Port Hardy Edmonton
Jan. 8 1964 Jan. 26 1968 Aug. 9 1960
Jan. 19 1964 Feb. 9 1968 Nov. 27 1960
Mar. 11 1964 Feb. 12 1968 Mar. 18 1961
Mar. 14 1964 Feb. 15 1968 Sept. 13 1961
Apr. 20 1964 Feb. 27 1968 Sept. 14 1961
Jan. 24 1965 Mar. 6 1969 May 21 1963
Jan. 6 1966 Mar. 10 1969 May 22 1963
Mar. 18 1966 Mar. 11 1969 Sept. 28 1963
May 17 1966 Oct. 13 1969 QOct. 7 1964
Jan. 24 1967 Jan. 16 1970 Oct. 8 1964
Feb. 3 1967 Mar. 1 1970 Feb. 2 1965
Apr. 7 1967 Mar. 9 1970 Mar. 19 1965
Dec. 11 1967 July 27 1971 Dec. 13 1965
Jan. 31 1968 July 29 1971 Jan. 19 1966
Mar. 21 1968 Oct. 27 1971 May 6 1966

May 8 1966
Aug. 22 1966
Sept. 17 1967
Total # days: 15 15 18
(b) Independent testing:

Goose Port Hardy Edmonton
Jan. 6 1969 May 6 1972 Feb. 10 1968
Feb. 24 1969 Oct. 12 1972 May 19 1968
Feb. 26 1969 Oct. 16 1972 Nov. 7 1968
Feb. 27 1969 Nov. 15 1972 June 8 1969
Feb. 17 1971 Dec. 3 1972 Oct. 17 1969
Feb. 23 1971 QOct. 30 1970
Feb. 20 1973 Nov. 4 1970
Mar. 2 1973 Nov. 22 1970
Jan. 26 1974 May 12 1971
Mar. 9 1974 July 29 1971
Apr. 28 1974
Feb. 22 1975

Total # days: 12 5 10

relative and absolute values of the root mean square error and the average
bias error. The latter is included in the RMS errors. Daily performance is shown
in Fig. 1. Considering that measurement errors for solar radiation are com-
monly 5 per cent of the measured flux (Latimer, 1972), Table 3 indicates that
the accuracy of this model for daily totals of KV is acceptable. The root mean
square error values of less than 1.5 MJ m—2 day—?* are considerably less than
the average expected differece of at least 3.5 MJ m—2 day—! found by
Suckling and Hay (1976) for extrapolations of measured solar radiation over
distances of greater than 250 km. This latter study involved days with all sky
conditions whereas the present study is for cloudless days only. Although
greater relative errors are expected when considering all conditions, cloudless
days tend to have high incident radiation and hence small relative errors might

Modelling Solar Radiation 301



TaABLE 3. Performance of unmodified Houghton model for model development days

(a) Daily Totals:

Average
Per cent
Deviation
Radiation Root Mean Square Error From
Location Component (MIm~2day™") (Percentage) Measured
Goose K| 0.56 4.3 0.0
Goose S 0.76 7.5 4.7
Goose D| 0.72 23.6 —13.3
Port Hardy K| 0.97 7.3 +4.9
Edmonton K| 1.45 8.2 —-0.9
(b) Hourly Values:
Root Mean
Radiation Square Error
Location Component (KIm~2h~Y
Goose K| 75.3
Goose S 92.9
Goose D| 73.4
Port Hardy K| 128.5
Edmonton K| 134.5
(a)] GOOSE (b) PORT HARDY (c) EDMONTON
- = o '
30+ T, 30 "5 304
5 - 3 -
o~ 1 AN I T (4
£ ¥ € £
gzo~ .. g 20 g 204 y
10 210 ® 10
s K s d
< o 3
Vo ————— Yo VYo —— T
o 10 20 30 0 10 20 30 0 10 20 30
Measured K4 (M) 2 day']) Measured Kl {MJ m2 day']] Measured K (MJ m2 day'] )

Fig. 1 Daily performance of the unmodified Houghton solar radiation model for model
development days.

still create large absolute errors. Despite the above, this study shows that the
model yields errors of small absolute magnitude. In relative terms, errors of
less than 10% for daily totals of X! (including the average bias) were found.
Further work is to be carried out modelling solar radiation under all sky con-
ditions which will provide a more direct comparison with the extrapolation
errors discussed by Suckling and Hay (1976).

Diffuse radiation values were available only for Goose. The direct com-
ponent is calculated as the difference between KV and D). As shown in Table 3,
daily totals of S and D! were over- and under-estimated respectively. In fact,
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S was over-estimated for all but two days and D! under-estimated in ail but
one case and the root mean square error values were generally larger than those
for K!. It can be secn that the deviations between calculated and measured
valucs of § and DV are large and systematic and therefore modifications are
necessary to improve estimates of these components.

4 Modified solar radiation model

The partitioning of solar radiation between its direct and diffuse components
can be effected by aerosol or dust scattering and absorption. The value of & in
(12) was therefore evaluated for hourly periods for Goose by solving for

‘pd(, = l,b(la = ‘l’ﬂs) in (l )5

S
b reszia) (3

The hourly values of & were weighted according to the incident § when deter-
mining daily mean values. The average of these daily values for the days indi-
cated in Table 2(a) was 0.965 with a range of 0.947 to 0.977. The calculated
values of k are thus generally lower than the previously assumed value of 0.975.
The use of the new value of k naturally leads to an accurate estimate of S on an
average while the diffuse radiation was still under-estimated, but in this case
by 12% or with a root mean square error of 0.60 MJ m—*= day —*.

The unmodified model assumed that forward- and back-scattering were equal
and thus half of the scattered radiation reaches the ground as diffuse radiation.
While this is true of molecular scattering, scattering by other aerosol particles is
directed preferentially forward (Robinson, 1963). With k = 0.965 for Goose,

TaBLE 4. Performance of the modified model for model development days

(a) Daily Totals:

Average
Per cent
Root Mean Square Error Deviation
Radiation _—_ From
Location Component (MJm~2day~%) (Percentage) Measured
Goose K) 0.64 4.9 —-2.1
Goose S 0.51 5.1 -2.1
Goose D} 0.48 15.7 -2.9
Port Hardy K} 0.57 4.3 —1.1
Edmonton K] 1.36 7.7 -3.4
(b) Hourly Values:
Root Mean
Radiation Square Error
Location Component (KIm=2h~1)
Goose K| 78.2
Goose S 68.7
Goose D| 49.4
Port Hardy K] 97.7
Edmonton Kl 130.6
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Fig. 2 Measured and calculated values of diffuse solar radiation from the unmodified
and modified models for Goose for model development days.

the ratio of forward- to back-scattering was varied in order to determine the
value which minimized the error in the estimate of the diffuse radiation. Values
of 0.6 forward- and 0.4 back-scattering in place of 0.5 in (2) and (3),
respectively, tended to improve model accuracy. Lettau and Lettau (1969)
have used values of forward- and back-scattering of 24 and V4, which are not
dissimilar from the revised values considered here.

Table 4 shows the performance of this modified model. For Goose, com-
pared with the unmodified model (Table 3), the revised model shows a small
deterioration in K estimation. However, substantial improvement is seen for
both § and D). Fig. 2 indicates the improved performance of the modified
model in estimating daily values of cloudless sky diffuse solar radiation at
Goose.

In order to apply the modified model to stations without diffuse radiation
data, a method for determining the aerosol parameter k in equation (12) from
K, rather than S must be developed. For a dust-free atmosphere (indicated by
a prime in the following equations),

S" =14 c0s Z YnpatfiuosPire, (14
D’y =0.61,c05Z {00 (1 — Yupelliys), (15)
D"y =a(S" + D) (0.4 Yuar(l — YrospPirss) ). (16)

Therefore, the value of the dust-free cloudless sky global radiation is

KV =84+ D’ + D, (17)
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A combination of (4), (5), and (17) can be used to derive a ratio X as

Kl _ S+ D+ D, (18)

X=ﬂ’ S LD, + D,

To facilitate computations, the first order component of the multiply-reflected
radiation was omitted. Therefore,

S+ D v
= - 19
X+ o1 (19)
Substituting from equations (1), (2), (14), and (15) into equation (19),
X = (Iycos Z Yyt + 0.6 Iy cos Z Y,
"06 10 cos Z ll’wall/wslljrskbdﬂ) / (10 cos Z qjuvquwqurs
+0.61,cos Z Y, — 0.614c08 Z Yptlrnssthrs) - (20)
If Y represents the denominator of equation (20),
X = (IO COoSs Z‘/}waltbwsl/}rs _}9‘610 Cos Z‘ﬁwa‘#wslljrs) Sl‘dz
n (0.610 C(}),b Zz,bw,,) b @1

which is in the form of a quadratic equation. Solving this, a positive value
of Y13 can be determined and then substituted into (12) to obtain hourly
values of the aerosol parameter k. Mean daily values were then calculated
weighted according to incident Ki. With this method, an average daily value
of k£ = 0.965 for the 15 days was again obtained for Goose, indicating that the
decision to omit the first order component of the multiply-refiected radiation
in the calculation of k does not generally invalidate this approach.

The same method, with the multiple reflection terms omitted, was also used
to evaluate average values of &k for Port Hardy and Edmonton. Values of 0.95
(with a range in mean daily values of 0.924 to 0.965) and 0.96 (range 0.915
to 0.977) were obtained for these two locations, respectively. Davies et al.
(1975) obtained a value of k = 0.88 which results in, through (9) and
(12), a value for k of 0.94 for the Lake Ontario area. Lower values in
their study compared to the stations reported here are consistent with the
general higher level of atmospheric pollution associated with the high concen-
tration of industrial activity in the southern Ontario region. With the appro-
priate mean values of k and a forward scattering factor of 0.6, K{ was calculated
for Port Hardy and Edmonton. It is necessary to assume a value for this latter
factor in the absence of diffuse radiation data for Port Hardy and Edmonton.
Thus, the value of 0.6 used for Goose was assigned. Although absent in the
calculation of %, the multiple reflection term is again included in the final
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TaBLE 5. Performance of the unmodified and modified models on independent data

(a) Daily Totals:

Root Mean Square Errors

Average Per cent
Deviation

k unmodified modified from Measured
for modified Radiation
Location model Component (MIm~2day~') ) (MIm~2day~?) ) unmodified modified
Goose 0.965 K| 0.83 7.0 0.63 5.3 +5.5 +3.4
Goose 0.965 S 0.97 10.6 0.59 6.4 +9.5 +2.8
Goose 0.965 D 0.31 11.4 0.37 13.7 —4.6 +7.3
Port Hardy 0.95 K| 0.67 5.3 0.41 3.4 +2.5 —4.2
Edmonton 0.96 K| 2.06 13.4 1.7 11.5 +8.6 +5.8
(b) Hourly Values:
Root Mean
Square Errors
k (KJm~-2h71)
for modified Radiation
Location model Component unmodified modified
Goose 0.965 K| 99.6 82.4
Goose 0.965 S 117.5 82.5
Goose 0.965 D 41.9 46.6
Port Hardy 0.95 K| 78.3 60.3
Edmonton 0.96 K| 188.7 167.4




calculation of the radiation fluxes and is thus comparable to the calculations
for Goose. Performance of this modified model for these stations is also shown
in Table 4. Whereas the modified model showed slight deterioration for KV
estimation at Goose, comparison of Tables 4 and 3 indicates slight reductions
in the root mean square errors, both in absolute and relative terms, for Edmon-
ton and substantial reductions for Port Hardy.

5 Independent data tests

The cloudless days listed in Table 2(b) were used to test the modified model
with independent data from each of the three locations. The values of k found
in section 4 were used for the modified model, and for comparison, the un-
modified model discussed in section 3 was also used to evaluate solar radiation
for these days. The performance of these two models for K{, S, and D! estima-
tion at Goose and for K! estimation at both Port Hardy and Edmonton is sum-
marized in Table 5. For both daily totals and hourly values, root mean square
errors for the modified model were generally less and in some situations appre-
ciable reductions in error were achieved. This indicates that the above modi-
fications are advantageous. One exception is for difluse radiation estimation
at Goose where a deterioration occurred in the independent testing of the modi-
fied model, despite substantial improvement in the initial testing of the same
model.

6 Conclusion

A simple form of the solar radiation model for cloudless skies based on the
original work of Houghton (1954) performed well for daily totals of solar
radiation for Goose, Nfld., Port Hardy, B.C., and Edmonton, Alta. However,
values of direct and diffuse radiation were over-estimated and under-estimated
respectively for Goose, Nfid. Modifications including solving for the aerosol
parameter k and substituting 0.6 forward scattering for the original 0.5 assump-
tion improved model performance considerably for both hourly and daily values
of direct and diffuse solar radiation, except as noted in section 5. Slight improve-
ments in total solar radiation estimation were also evident for Port Hardy and
Edmonton. Tests on independent data confirmed the usefulness of the previ-
ously calculated & values. These modifications may not be warranted when
considering total solar radiation only; however, the above results indicate that
they are certainly advantageous when the direct and diffuse components are
desired.

In order to use this model, a value of k£ in (12) must first be chosen. Based
on this study, a value somewhat lower than Houghton’s 0.975 would seem to
be appropriate. With knowledge of air mass (from (10) and (11)) and pre-
cipitable water, the direct and diffuse components of solar radiation can be
found utilizing (1) through (4) and the total solar radiation from (5).

Subsequent work to extend this model will involve the incorporation of days
with cloud under a variety of synoptic regimes.
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NOTES AND CORRESPONDENCE

ACCESS TO STATION HISTORIES FOR STUDIES OF
CLIMATIC CHANGE: AN APPEAL FOR IMPROVEMENT

A.J.W. Catchpole and C. Ponce
Department of Geography, University of Manitoba, Winnipeg

The mid-seventies are witnessing a surge in public concern with climatic change.
Journalists, economists, and politicians are posing questions which, to them,
appear to be simple and direct, and they expect the climatologist to respond
with precise answers about climatic change. Of course, the climatologist is
aware of a multitude of factors that obscure the nature of climatic change, and
one such factor is the inhomogeneity of many long-term climatological records.
As weather stations change their locality, as obstacles develop near instrument
enclosures, or as instruments are replaced, repaired, or adjusted, so too the
quality of climatological data changes. Consequently, all studies of long-term
trends in climatic data should endeavour to discriminate between the real effects
of climatic change and the effects of changes in the circumstances of obser-
vation.

This note refers to an attempt to survey the history of observational practices
within a network of widely scattered stations in Canada. The survey procedure
was predicated on the assumption that at each station there would be on file
dates of change in location of the station, dates of re-siting of instruments within
the station, dates when inspection detected faulty instrument exposure, dates
when instruments were replaced, repaired, or adjusted, and dates when inspec-
tion detected faulty instrumentation. It was assumed that it would be a simple
matter to retrieve this information from the station files and that the survey
could be conducted by correspondence. The results of this survey are dis-
appointing since they indicate that crucial historical information cannot easily
be obtained.

This survey was associated with a study of long-term variations of total
annual bright sunshine measured by the Campbell-Stokes sunshine recorder
at 19 Canadian stations. Changes in station location and site conditions can
seriously affect the performance of this instrument. The Canadian Atmospheric
Environment Service publishes an Annual Meteorological Summary for selected
stations and this summary contains a general station history. A scrutiny of these
histories indicated that they generally contain insufficient data for the purposes
of this research. The information sought in this survey was solicited in a letter
that outlined the objectives of the research and requested information on the
history of sunshine duration observations at each station. At first sight, it ap-
peared that little comparative information could be extracted from the 19
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Table 1. Classification and distribution of information in letters from each station. The stations are arranged roughly according to
the nature of their responses. In alphabetical order, the stations are: Calgary Int. A., Dauphin A., Edmonton Ind. A., Harrow
cpA, Kamloops A., Lethbridge cpa, London A., Medicine Hat A., New Liskeard, Oak Ridges, Ottawa cDa, Prince George
A., Prince Rupert A., Regina A., Saskatoon src, Swift Current A., Toronto, Turbine, Victoria Gonzales Hits.

STATIONS
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replies. They varied greatly in length, detail, and focus of interest. However, a
systematic analysis of the replies allowed broad comparisons to be made be-
tween them, the results of which are given in Table 1. This table contains a
classification of the different types of statements that appear in the letters and
it indicates wHich of these classes occur in each letter.

The first six classes of statements embrace the information that was solicited.
One of these classes is an undated statement that circumstances of observation
had changed. This is useful information since it warns of a loss of homogeneity,
but it is much less valuable than a dated class. Only 12 letters gave actual dates
when location, site conditions, or instrumentation changed. Three of the re-
maining letters stated that changes had occurred without dating these. The
seventh and eighth classes in Table 1 were statements intended to qualify the
use of the information contained in the letters. Thus, 9 of the letters advised
that this information was based wholly or partly on personal recollection or
verbal communication, and 5 letters warned that the relevant files are incom-
plete or non-existent at the recording station. It is significant that 7 of the 12
letters containing dated information provided this qualifying advice. The final
three classes in Table 1 advise the questioner that the information requested
should be sought elsewhere, or that it is inappropriate to ask these questions.
Three letters referred the questioner to the historical descriptions in the relevant
Annual Meteorological Summary, one gave an alternative address, and two
stated, or impiied, that the question was unnecessary. One of the last two stated
that site conditions and instrument changes do not affect the quality of sunshine
duration data, and the second implied that the stringent inspections of the
Amospheric Environment Service assure the homogeneity of meteorological
data.

The results of this analysis indicate that the station records of sunshine dura-
tion, as currently kept, do not provide a totally reliable guide to the history of
the observations of these data. It is also clear from the letters that most respon-
dents fully understood the significance of the questions put to them and have
made substantial efforts to supply the information requested. Since this infor-
mation 1S not, in most cases, easily retrievable from station files, this note rec-
ommends that precise information on station histories should be maintained
and be readily available to researchers investigating climatic change.

The current observational practices are undoubtedly adequate to detect and
measure spatial variations of climate at the global and continental scales, and
weather variations over short time periods. However, the amplitudes with which
each of these vary are usually great in comparison to the amplitude of long-term
climatic change. It is for this reason that an appeal is made for more sensitive
practices to be developed for the monitoring of climatic change.
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