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ABSTRACT

The main features of sea-surface tem-
perature distribution are described
and it is noted that most deviations of
the isotherms from a zonal orientation
are the result of advective and con-
vective effects. In the Subarctic region
the salinity structure of the upper
layer determines the depth of convec-
tive overturn whereas in the Subtropic
region it is determined by the thermal
structure. From a standpoint of large-

scale atmosphere-ocean interaction,
the equatorial region appears to be of
primary importance. Some recent
studies, for example, show that the sea
temperature anomalies in this region
could well influence climate in the
middle and higher latitudes as well
as in the lower latitudes. A suggestion
is made as to which areas of the Pa-
cific Ocean could benefit from an
intensive study.

9 Heat transport by ocean currents

Up to now I have made very few comments about the ocean that are likely to
interest many meteorologists. However, a certain amount of background in-
formation on currents and transports is a prerequisite to the understanding of
the heat transport by ocean currents — which is of interest to them! As is evident
from the preceding section our knowledge of the water volume transport is still
very incomplete. Even the estimated volume transports given are based on
results that employ dissimilar methods, thereby making a meaningful com-
parison of transports difficult. Our knowledge concerning the transport of heat
by ocean currents in the Pacific Ocean and elsewhere is disappointingly pcor
indeed. I shall attempt to make references to the few studies that have been
made in the past for the North Pacific Ocean only, as no study has been made
for the South Pacific Ocean. An early estimate of the heat transport in the
North Pacific indicated that the mean oceanic heat transport was poleward and
was, on the average, only 10% of that transported by the atmosphere (Sver-
drup, 1957; Houghton, 1954). Hence it was considered that the North Pacific
Ocean was not an effective transporter of heat from the equatorial region
poleward. However, the heat budget studies by Pattullo (1957) and Wyrtki
(1965) both indicated that there was a net influx of heat from the atmosphere

1Invited lecture for the 9th cms Congress, Vancouver, B.C., 27-29 May 1975.
2For part I see Atmosphere 13, 133-168.
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to the ocean in the region north of the Equator, the former giving an estimated
heat gain of 1.0 X 10'® g-cal/day and the latter, of 2.6 X 10'® g-cal/day.
Further, Bryan (1962}, using the NORPAC data of August 1955 (NorPAC Com-
mittee, 1960), and considering the geostrophic transport values as well as
using the heat-balance maps compiled by Budyko (1956) and Albrecht (1960),
estimated that there was an equatorward transport of heat equivalent to 1.8 X
1019 g-cal/day at latitude 32°N. Since Bryan’s estimate is for a particular lati-
tudinal belt and since the transport values were for August 1955, his result is
not expected to represent an annual average and is probably fortuitous. Even
at Station P (50°N, 145°W) there appears to be a net annual heat gain
(Tabata, 1965), although here it is possible to overcome the heat surplus by
loss of heat through upwelling of cold water and by advection of cold water.
Although both Bryan (1962) and Wyrtki (1965) proposed that the heat is
transported equatorward, the former considers that this can occur in the upper
1500 m depth while the latter believes that this occurs mainly in the upper
layers above the thermocline and that the heat surplus is balanced by a circula-
tion in the meridional plane involving ascending movement of the water.

The earlier estimates by Sverdrup (1957), together with the early and more
recent numerical models of the ocean-atmosphere climatic models (Bryan,
1969; Manabe, 1969; Bryan ef al., 1975; Manabe et al., 1975), all indicate
a net poleward transport of heat. Further, Vonder Haar and Oort (1973),
using an improved estimate of the radiative flux values from satellite observa-
tions, have re-estimated the heat flux into the ocean and have concluded that
the net oceanic heat transport is indeed poleward and much greater than had
previously been determined. They added that in the region of the maximum
net transport by the ocean-atmosphere system, between 30° and 35°N, the
ocean transports almost half as much (4.7 X 109 g-cal/day) as the atmo-
sphere and that at 20°N as much as 34 of the atmosphere poleward heat
transport. This means that the relative importance of the ocean in the transport
of heat has been vastly increased.

Jung (1952), in a earlier study of the heat transport of the Atlantic Ocean,
suggested the possible importance of considering the meridional circulation
in the vertical plane in order to obtain the proper estimate of the heat transport.
This has further been voiced by Bryan (1962), who points out that the mean
currents in the vertical plane, though relatively slower than those in the upper
layers, may dominate heat transport in the oceans. In the Subarctic region the
upper Ekman layers of the ocean are divergent and therefore we can assume
that any surplus heat may be neutralized, at least partly, by the upward move-
ment of cold deep water, as has been proposed for Station P. However, the
Ekman layer in the Subtropic region is convergent and we cannot assume up-
welling of cold, deep water there. Thus, if in this area there is still an incoming
surplus heat, some other type of influx of cold water, other than due to up-
welling, needs to be involved. In the Pacific Ocean there is an inflow of cold,
deep water originating in the Antarctic Ocean which flows northward, as
mentioned earlier, and it is possible that if a sufficient amount of this flow enters
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Fig. 12 Comparison of the observed change of heat content in the upper 120 m of water at
Ocean Station P (50°N, 145°W) with the calculated heat flux across the air-sea
boundary (kcal.cm—2/month).

the North Pacific the surplus heat could be balanced out. But this would prob-
ably require a much larger northward transport of deep water than has been
estimated. Hence, it may be necessary to propose a northward transport at some
intermediate levels as well.

The overall heat transport in the North Pacific must be equatorward and it
is difficult to imagine it otherwise. So if the advective and convective effects
in the ocean cannot balance the heat surplus that appears to occur, it must be
concluded that the surplus incoming heat flux into the ocean might be over-
estimated.

10 Distribution of sea surface temperature

In the absence of advective and convective effects in the ocean, caused by the
large-scale horizontal and vertical transport respectively, the temperature of
the ocean will be governed primarily by the heat exchange occurring across
the atmosphere-ocean boundary. At Station P in the Northeast Pacific Ocean
(Tabata, 1965) and elsewhere where advective effects are relatively small,
but away from the tropical zone (Gill and Niiler, 1973), the temperature of
the upper layers of the ocean varies in direct response to the heat input. An
example of this is shown in Fig. 12. This illustration does, however, suggest that
during the autumn and winter advective effects could be appreciable. If the
heat exchange across the air-sea boundary alone is important, the isotherms
would extend zonally across the ocean and would show a gradual decrease
from the equatorial to the polar regions. But the observed distribution of
temperatures in the upper layers of the ocean is never this simple. A few illus-
trations will be shown to exemplify this.

The General Circulation of the Pacific Ocean 3
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Fig. 13 (a) February. Average sea surface temperature (°C) for the Pacific Ocean. The
temperatures for the North Pacific and the Equatorial South Pacific are based on
charts prepared by Laviolette and Seim, 1969, while those for the most of the
South Pacific are based on charts prepared by Defant, 1961, which are likely to
be based on data collected prior to 1940.

Fig. 13a shows the average winter (February) sea surface temperatures
for the Pacific Ocean. As with the distribution of sea surface temperatures at
other times over the world ocean this figure is practically all based on data
obtained by merchant ships, again emphasizing the large contribution they
have made to oceanography. When the distribution of sea surface temperatures
of the North Pacific and equatorial belt based on earlier data are compared
with those based on more recent data, the general distribution of temperature
depicted in both distributions are found to be similar with one exception — the
recent chart shows that the equatorial belt is approximately 1°C warmer than
the earlier one but it is not known whether this increase is statistically significant
or not.

It is evident from the distribution shown in this figure that the isotherms
occur more or less zonally but not quite so. In the North Pacific, north of 40°N
they are shifted poleward along the eastern side and slightly equatorward on
the western side, but south of 40°N they are shifted in the opposite direction,
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Fig. 13 (b) August. Average sea surface temperature (°C) for the Pacific Ocean. The
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equatorward along the eastern side and poleward along the western side. Similar
shifts are evident in the South Pacific except that the shifts along the western
and eastern sides are more pronounced than in the North Pacific as indicated
by the 25°C isotherms. There are other features of the distribution. For
example, the warmest water in the equatorial belt is along the western side,
and here the water is warmer to the south of the Equator while it is warmer to
the north on the eastern side. Also, the eastern part of the Equator is charac-
terized by a belt of relatively cool water. Moreover, between 30° and 40° in
both oceans the isotherms are more closely spaced along the western than on
the eastern side of the ocean, particularly off Japan; the isotherms diverge in
the temperate latitudes along the eastern side in both the North and South
Pacific. Finally, a body of cool water is present off the coast of Northern Peru
(to the South of the Equator) and off Guatemala (to the north of the Equator);
a belt of warm water occurs between the Equator and 10°N along the eastern

The General Circulation of the Pacific Ocean 5



end of the equatorial belt. Along the western end of the equatorial belt the body
of warm water is centred along 10°S and extends well along the western side
of the ocean.

We shall attempt to explain the occurrence of these features by a qualitative
consideration of the advective and convective effects. The presence of the
warmer water along the western end of the equatorial belt is probably due to
the westward drift of water produced by the Trade Winds, while the occurrence
of the warmer water to the south of the Equator can be attributed to the general
southward-blowing winds during the northern winter. The presence of the
cooler water along the eastern end is partly due to the intrusion of colder water
carried equatorward by the Peru current and partly due to the upwelling caused
by the southerly winds that blow along the Pacific coast of South America and
the northerly winds that blow along the west coast of Central America. The
occurrence of cold water along the northern coast of Peru is no doubt associated
with the upwelling induced by the offshore Ekman transports. The poleward
shift of the isotherms along the western end of the tropical and subtropical
regions is attributed to the poleward flowing currents while the equatorial shift
along the eastern side is attributed to the equatorward flow of the currents.
The marked north-south gradient of temperature off the coast of Japan can
be explained by the fact that the poleward-flowing warm Kuroshio water meets
the cold equatorward-flowing waters of the Oyashio in this region. The pole-
ward shift in the isotherms in the temperate latitudes along the eastern side
is attributable to the wind-driven circulation that results in transport of warmer
water poleward.

In Fig. 13b the distribution of the average surface sea temperature for the
summer (August) is shown. As was the case for the winter distribution, the
earlier charts show that the distribution for the North Pacific and the equatorial
belt is similar to the recent one, except that the recent chart again shows that
the water in the equatorial belt and the tropical region is about 1°C warmer
than indicated in the earlier distribution. Although the gross features of the
pattern of sea surface temperature distribution for the two seasons are alike,
there are recognizable differences in addition to the obvious changes caused
by the seasonal variations in the heat flux across the atmosphere-ocean inter-
face. Again, as was the case for the winter, the western sides of the equatorial
and tropical regions are warmer than along the eastern side. But in contrast
to the winter condition, the warmest water is found to the north of the Equator
along the western side as well as along the eastern side. The presence of the
warmer water along the western side can again be related to the effect of the
westward transport of water along the equatorial belt and also to the fact that
the eastern side is kept cooler by the effect of upwelling. The reason, however,
for the presence of a warmer water north of the Equator is uncertain. Perhaps
it is due to the increased strength of the Southeast Trades that occur along the
western side during this time. The equatorial belt is again characterized by the
presence of cooler water which, during this time, extends further to the west.
While the equatorward shift in the isotherms is perhaps even more marked
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than during the winter along the eastern side, the poleward shift along the
western side is only evident in the North Pacific. In fact in the South Pacific
the shift, which is evident only off the eastern coast of Australia, is equatorward.
The marked shift of the isotherms in the North Pacific is probably related to
the shift of winds, for during the summer the winds are southerly along the
western side and northerly along the eastern side. The occurrence of cold water
along the coast of North America is no doubt due to the effect of upwelling
resulting from the offshore Ekman transport. The presence of a tongue of
relatively warm water some distance away from the coast of British Columbia
rather than along the coast is due to the modifying influence of coastal up-
welling upon the poleward transport of warm water in the region.

The tongue-like distribution of warm-water off Japan is likely due to the
poleward transport by the Kuroshio, and a similar tongue lying in the vicinity
of the Hawaiian Islands is probably formed as the California and North Pacific
Currents feed into the North Equatorial Current. The reason for the occurrence
of a body of warm water off Guatemala is unclear. It is probably due to the
failure of the California Current to extend this far and to the absence of a
northward extension of equatorial upwelling. There might possibly also be
other explanations for its occurrence. The marked equatorward shift of the
isotherms to the west of the South American coast is likely to be associated
with the northward transport of cooler water from the south by the Peru Cur-
rent. Similarly, the equatorward shift of the isotherms off the west coast of the
United States is due to the advective effects of the California and North Pacific
Currents. Although the presence of cooler water along the Equator is attributed
to the effect of upwelling, there is also the possibility of this cooling to be due
partly to the intrusion of the cold water from the South. But whether or not
this cold water can have an influence so far north is uncertain. The winds along
the Pacific coast of South America are from the south during the summer as
well as in winter and can therefore cause upwelling throughout the year. Thus
the appearance of the cold water along this coast is also likely to be associated
with upwelling. The equatorward shift of isotherms in the vicinity of the
northern Pacific side of Australia is probably produced by the southerly winds
that occur during the southern winter.

The distribution of sea surface temperature discussed above is based on
average conditions based on many years of observations. No doubt, there will
be appreciable variations of the temperatures at the various locations from
one period to another. The year-to-year and other long-term changes of tem-
peratures can be attributed to the corresponding changes in the heat flux across
the atmosphere-ocean interface. However, it is evident from the foregoing
discussion that changes in the horizontal transport could contribute to significant
temperature changes. Moreover, such changes could also result from changes
in the intensity of convective mixing which will be discussed subsequently.

Intense interest in the anomalies of sea surface temperatures began after the
sequence of extraordinary events that took place in the Pacific Ocean during
1957-1958. Widespread warming of the ocean occurred along the Pacific coast

The General Circulation of the Pacific Ocean 7



of North and South America and was evident further offshore to at least the
location of Station P. Elsewhere in the Pacific other dramatic events occurred:
El Nifio occurred along the South America coast (El Nifio is associated
with the intrusion of warm water off the coast of Ecuador and Peru oc-
curring at intervals varying from 4 to 14 years); the area off Point Barrow,
Alaska was ice-free at the earliest time in its history; in the countries along
the western side of the Pacific rim, the tropical rainy season lasted six weeks
beyond its usual period; Hawaii recorded its first typhoon (California De-
partment of Fish and Game, Marine Research Committee, 1960) ; the migration
route of salmon returning to the usual spawning river changed; larger num-
bers of pelagic warm-water species of fish were found along the coast of Oregon,
Washington and British Columbia. As is shown in Fig. 14, the anomalies of
monthly mean sea surface temperatures recorded from a station along the
British Columbia coast and at Station P (based on 22-year means (1950-
1971)) indicated a pronounced warming along the eastern side of the Pacific
Ocean. Similar anomalies were present in the early 1940’s and in 1963 along
the coast. At Station P, some degree of warming is present in 1972 as well. It
is interesting to note that warming also occurred along the South American
coast in the early 1940’s, in 1965 and in 1972 (Ramage ibid.) but not in 1963,
although at other parts in the mid-Pacific equatorial region warming in 1963
was evident (Bjerknes, 1969). The finding that lower temperatures along the
eastern side of the North Pacific during 1950, 1952, 1954 through 1956 are
reflected in the coastal temperatures of South America, leads one to conclude
that the anomalies are probably caused by large-scale global events. It has
been shown by Uda (1967) and more recently by Favorite and McClain
(1973) that these warm anomalies in the North Pacific migrate eastward. For
example, they were first detected along the western North Pacific in 1955 and
then finally appeared along the coast of North America in 1957-58. At Station
P the 1957-58 warming was not only evident at the sea-surface but also occur-
red in the upper few hundred metres (Tabata, 1965).

Subsequent to the 1957-58 warming, anomalies of monthly mean sea
surface temperature of the eastern North Pacific and the equatorial region
have been prepared regularly. In addition, since June 1973 much of the area
of the North Pacific and equatorial regions of the eastern South Pacific are
compiled and distributed by Noaa (Eber and Miller, 1974). An example of
the latter is shown in Fig. 15 for the month of August 1974. In this illustration
the largest anomalies are 2°C. In other years anomalies as large as 4°C have
been noted to occur in the equatorial region. The main feature of the anomalies
shown is that they generally occur over relatively large areas. For example,
the negative anomalies stretch from an area off the California Peninsula to
the equatorial area some distance south of the Hawaiian Islands. Sandwiched
between the two negative anomalies is a broad belt of positive anomalies,
with maximum positive temperature anomaly lying in an area just south of
the Hawaiian Islands. The largest positive anomaly occurs in a small area along
the coast of Colombia. Examination of similar charts containing these anomalies

8 S. Tabata
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Fig. 15 Anomaly of monthly temperature (°C) for the month of August 1974 based on
20-year averages (1948-1967) for the North Pacific and Equatorial Pacific
(Adapted from Eber and Miller, 1974).

indicates that some of them will persist for several months while others are
short-lived.

The extrapolation of sea surface temperature anomalies from one rcgion
to another may be misleading if too much extrapolation is made. For example,
the small positive anomaly noted for Station P (Fig. 14) is part of a larger area
to the north and west of Station P which has not yet reached the coast. Therefore,
use of coastal sea surface anomalies to reflect the open arca conditions of the
offshore region could be quite dangerous.

The anomalies of monthly mean sea surface temperatures are now compiled
regularly so that it is possible to utilize them for monitoring or for predictive
purposes, However, up until recently the only locations where the oceanic
properties in the deeper layers were observed routinely in the North Pacific
were at the Ocean Weather Stations, Now there is only one, Station P, that
makes year-long observations. Analysis of the thermal structures in the upper
few hundred metres of the ocean at Station P (50°N, 145°W), Station V
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(34°N, 164°E) and Station N (30°N, 140°W) have indicted that, at Station P
and Station N, the anomalous temperatures at the surface led in time to similar
anomalies in the deeper levels. At Station V, on the other hand, downward
propagation from the surface was absent (White and Walker, 1974). Their
analysis also indicated that during much of the decade of the 1950’s the anomaly
developments at the three stations were well correlated with one another. During
1954 to 1961 the anomalous thermal structures at Station P and Station N
fluctuated in phase with each other but were out of phase with the structures
at Station V. During the decades of the 1960’s the ordered relationship dis-
appeared completely. Such relationships or non-relationships are not unex-
pected, however, as the three stations are located some distance away from
one another. Moreover, it can be expected that some large-scale events may
influence the conditions at all stations, while a smaller scale event would only
influence the conditions at one or two of the stations.

How effective these sea surface temperatures are to the overlying atmosphere
will probably depend on how persistent the anomalies are with depth. Clearly,
a “thick” positive anomaly can have in storage a greater amount of heat than
a thinner one. The bulk of the heat available for the overlying atmosphere is
generally contained within only the upper 100 m or so of the surface. Since
most of the heat entering the ocean is stored during the heating season in this
layer, the processes governing the changes in the thermal structures in the
upper few hundred metres will be important to the study of the interaction
between the atmosphere and the ocean.

For the remainder of the discussion we shall only use information obtained
from the Subarctic and Subtropical region as more data are available from
there. It will not be unreasonable to assume that similar processes governing
changes of the thermal structures in the North Pacific should be applicable to
the corresponding regions of the South Pacific.

There are two main oceanic regions north of the equatorial belt — the Sub-
arctic Pacific region and the Subtropic Pacific region. The so-called Subarctic
Boundary separating these two regions is located at about 40°N over most of
the North Pacific and lies close to the great circle route between San Francisco,
U.S.A. and Yokohama, Japan. The Subarctic region is featured by the presence
of relatively cool water and a surface layer whose salinity is relatively low at the
surface (precipitation exceeds evaporation). It possesses a distinct halocline
between depths of 100200 m in which the salinity increases markedly with
depth. Below this, the salinity increases with depth more gradually as shown
in Fig. 16a. During the summer a secondary halocline is present at a depth
of between 30 m and 50 m. While the upper 100 m of the water column here
is isothermal in winter, a noticeable increase in the temperature takes place
during the warming secason and a marked thermocline forms at the depths of
the secondary halocline. Below this the temperature decreases gradually with
depth. It is possible that the upper layer of the ocean here can get colder than
the water in the 100-200 m level when intensive cooling occurs during the
winter. In Fig. 16a, the temperature is shown to decrease with depth in the

The General Circulation of the Pacific Ocean 11
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upper 30 m although it is more common to observe an upper isothermal layer
of thickness 20-50 m. In the depth range between 100 and 500 m, the tempera-
ture changes little with depth and frequently one or more inversions are present.
The temperature then decreases gradually to 3 to 4°C at 500 m and to 1.5°C
at the ocean floor. In the Subarctic region, however, it is the salinity, not the
temperature, which determines the vertical density structure and therefore
determines the stability of the water column — at least in the upper 500 m.

It should be noted that, because of the presence of the marked halocline, the
winter convective overturn is unable to mix the water deeper than the halocline.
Hence, it is possible that the upper layer of the ocean will continue to cool if
heat loss from the sea surface is occurring. Only through erosion of the halocline
by intense evaporation at the surface can such an effect be altered.

In the Subtropic region, evaporation exceeds precipitation so that no marked
halocline is formed. In fact, the salinity generally decreases gradually to a
minimum at a depth varying between 200-600 m, below which it gradually
increases. An example of the water structure here is represented by the data
shown in Fig. 16b taken approximately 1600 km south of Station P. The
temperature structure of the upper 100 m depth is similar to that encountered
in the Subarctic region: that is, it is isothermal in winter but has a marked
thermocline between depth 30 m and 50 m in summer. Another similarity is
that the upper 30 to 50 m is usually isothermal though this is not indicated
in this particular figure. There are differences, however. For one thing, the
thermocline, though less intense than its Subarctic counterpart, continues to
a greater depth. In addition, because of the lack of a definite salinity gradient
in the halocline, and because the salinity decreases with depth rather than
increases as it does in the Subarctic region, the thermal structure of the water
here is necessarily determining the stability of the water column. It must then
also determine the extent to which convective mixing can penetrate. Further
to the south — approximately 1100 km to the south of the previous location
(north of the Hawaiian Islands) but still in the Subtropic region — the salinity
can take on another feature as shown in Fig. 16¢. Here the salinity can increase
with depth between the depth of 50 m and 130 m from where it decreases with
depth, as was the case for the previous location. Another difference between
the salinity structure of these latter two locations is that the rate of salinity
decrease in layers between the depth of 150 m and 300 m is considerably
greater in the more southern location. Also, the thermal structures are different.
In the more southern area, the summer thermocline in the upper 100 m joins
the other permanent thermocline and appears as one broad thermocline. The
density structure here is again determined by the thermal structure at a depth
greater than 100 m but in the upper layer the small halocline present can be
effective in controlling convective mixing. However, this halocline is not large
enough to impede vertical mixing and once broken by excess evaporation over
precipitation, the extent of the convective overturn would then be governed
by the thermal structure. (The above three examples were taken from data
taken along the meridian between longitude 145°W and 160°W. In a section
either west or east of this, slight differences from the structures can be ex-
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pected, but the essential characteristics as shown here for the two main regions
are considered representative.)

The Subarctic region is also characterized by a net annual heat loss, particu-
larly off the coast of Japan, where the Kuroshio waters become exposed to
colder, drier air, especially in the winter. The average long-term annual heat
loss off Japan has been estimated to be as high as 200 g-cal cm—2%/day, but
further east at the longitude of the International Date Line and along the
Aleutian Islands there is no net annual loss (Wyrtki, 1965). At Station P an
annual gain of about 66 g-cal cm ~2/day has been estimated (Tabata, 1965).
Except off the east coast of Japan the region receives more fresh water by
precipitation than loss by evaporation (Jacobs, 1951).

In the Subtropic region there is generally a net annual heat gain by the
ocean except in an area east of the Hawaiian Islands and off the west coast of
Colombia to the north of the Equator. This region is also featured by net water
loss due to excess evaporation over precipitation, except to the north of the
Equator where appreciable excess precipitation over evaporation occurs
(Jacobs, 1951).

As already stated, the convective overturning in both the Subarctic and Sub-
tropic regions can extend to a depth of 100 m or more. Since within these limits
the extent of the overturn is governed by the seasonal changes of the forcing
functions — the forced convective mixing due to wind and wave stirring and free
convective mixing due to the excess evaporation over precipitation and heat
loss — it will be useful to examine the seasonal changes of the thermal structures
and see if there are similarities or contrasts between the two main regions.

To illustrate these, the monthly changes in thermal structure at the three
ocean stations will be considered: Station P (50°N, 145°W), Station V (34°N,
164°E), (%5 of the way between the Hawaiian Islands and Japan); and Station
N (30°N, 140°W), (half way between San Francisco and the Hawaiian
Islands). Station P, as you may recall, is in the Subarctic region where there
is an average annual heat gain of 66 g-cal cm—2/day and excess precipitation
over evaporation of 25 cm/year. Station V, located in the Subtropic region
close to the Subarctic Boundary, is in an area where there is an annual heat
gain of 50 g-cal cm—2/day (Wyrtki, 1965) and an annual loss of water by
excess evaporation over precipitation of 80 cm/year (Jacobs, 1951). Station
N, also in the Subtropic region, lies west of the path of the California Current.
It is in an area where there is no significant annual heat gain and where the
annual water loss due to excess evaporation over precipitation has been esti-
mated by Jacobs to be also 80 cm. Recent estimates of precipitation at Station
N (Dorman et al., 1974), however, have yielded a value that is only one-half
of what Jacobs has suggested. If true, revision of the annual water loss would
be nearer to 100 cm than 80 cm.

A comparison of the monthly changes in thermal structure at the three loca-
tions (see Fig. 17) shows that, despite the difference in their locations, the
seasonal changes of the thermal structures are similar, except that the annual
range of temperature at Station N is the smallest and at Station V the largest.
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At the three Stations the minimum temperature is reached in March and the
maximum in August or September. But the heat content is at a maximum in
September in all cases. In many other areas the surface temperature reaches
a maximum in August, but it is likely in these areas that because the heat is
distributed to greater depth, the heat content is at a maximum in September
despite the lower surface temperatures. There is some evidence that the extent
of the convective overturn, as inferred from the structures in March, is tens
of metres greater at Stations N and V than at Station P.

Detailed time sequences of the salinity structure are only available for
Station P. They show that, during the summer months, the salinity in the
upper 30 m or so decreases and can be completely accounted for by consider-
ation of the gain of fresh water by excess precipitation over evaporation
(Tabata, 1965). The salinity generally increases from September to March
and this is mainly due to the convective overturn which mixes the less saline
water of the upper layers with the more saline water lying below.

It has been shown, at least for the summer months in the Subarctic region,
that the upper mixed layer is produced by wind mixing, the depth of the mixed
layer being primarily a function of wind speed (Tabata et al., 1965). Even
as close as 300 km to the coast of Washington state, this relationship holds
(Halpern, 1974). During the cooling season between September through
March the effect of free convection superimposed on that of forced convection
is evident (Tabata, 1965). A variety of models proposed recently (Denman,
1973; Denman and Miyake, 1973; Pollard et al., 1973) seem capable of
predicting the deepening of the mixed layer depth in summer due to forced
convection but a satisfactory model incorporating the effect of free convection
has not yet been formulated.

While the heat content of the upper 100 m or so of the water column is
determined mainly by the heat flux across the atmosphere-ocean boundary,
it is the effect of convective mixing that permits the thermal structures to
assume their characteristic features. Similarly, the fresh water flux at the air-sea
boundary determines the salt content of the upper layers but again it is the
convective mixing that gives the salinity structure its characteristic features.

The horizontal transport of water can also affect the thermal structure. How-
ever, it is unlikely to affect the main thermal structure unless a different water
mass intrudes into the area, as often occurs in the region of the Kuroshio-
Opyashio convergence zone. Generally speaking, the vertical transport result-
ing from the horizontal divergence or convergence of the wind-driven transport
probably can alter the structures to a larger extent than can the horizontal
transports. Along the coast and at the Equator, the Ekman transport can be
effective in drawing water from the greater depths and altering the structure.
In the open ocean and away from the Equator, the curl of the wind stress can
be effective in raising or lowering the depth of the thermocline (Yoshida,
1967b; Robinson, 1968 ). But these effects are not likely to be readily observ-
able in a time scale of days, except in the presence of violent storms; never-
theless, they might be detectable over periods of months.
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It has been shown at Station P that in order to maintain the observed salinity
and temperature structures it is necessary to bring in colder, more saline water
to the upper layers. Slow upwelling of water at speeds of the order of 10 to
20 m/year would be sufficient to maintain the salinity structure but would
only account for 10-20% of the surplus heat. Much of the surplus heat at
Station P can be removed by the influx of cold water from a region west to
northwest of Station P (Tabata, 1965). One could assume that under steady-
state conditions, the slow diffusion of heat and fresh water downward can be
balanced by this steady, slow upwelling. In other areas of the Subarctic region
having similar climates, similar processes should prevail.

Because the halocline prevents vertical mixing from penetrating beyond
150 m, the redistribution of heat in the upper mixed layer should not vary
greatly in the Subarctic region from year to year. However, in the Subtropic
region this restriction is removed and given sufficient cooling and evaporation
during the autumn and winter, mixing may reach depths much beyond those
shown in the examples. Should such changes in the convective overturn occur,
the temperature of the upper mixed layer would decrease further, not only
from heat loss at the surface, but because of the colder water being upwelled
from below into the upper layer. However, by so doing, the warmer water of
the upper layers are now mixed into the lower layer, so that the lower layers
will experience an increase in temperature, thus storing heat for possible future
use. It follows that the intensity of convective overturn, especially in the Sub-
tropic and likely also in the Tropic regions, will have important bearings on
the temperature of the upper layers of the ocean, and one should consider it
when attempting to account for temperature anomalies.

11 Influence of the ocean on the climate

I am somewhat hesitant to discuss the influence of the ocean on climate because
at the moment I am not too certain what this influence really is. However, in
order that my presentation have some relevance to our theme topic, I shall
mention the few examples I have come across.

The relatively cool summers and the warm winters we experience along the
Pacific coast of the northwestern United States and British Columbia are
attributable, respectively, to the presence of cold water along the coast due
to upwelling and to the presence of relatively warm water in the North-east
Pacific off our coast. The cool climate along the Peru-Chile coast is associated
with the cooling effect caused by upwelling and by the influx of cold water from
the Antarctic region. These examples are familiar to practically all of us. The
occurrence of a poor rice crop in northern Japan is apparently due to the
presence of cooler weather associated with the intrusion of the cold Oyashio
water from the north during periods of northerly winds. This effect is so well
known in Japan that in the country there is a saying that “the poor harvest
comes from the sea”.

However, it was not until 1959, when Namias (1959) first suggested there
may be a close interaction between the atmosphere and the ocean and that the
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ocean climate might affect the mean general atmospheric circulation over the
North Pacific Ocean, that intense interest in the large-scale air-sea interactions
really took root. He drew attention to the possible large-scale influence of the
Pacific Ocean on the climate of continental North America and concluded in
his study that anomalously high sea-surface temperatures were the result of
anomalous atmospheric circulation patterns over the Pacific Ocean and that
high ocean temperatures in turn, strongly influenced the overlying atmospheric
circulation.

Bjerknes (1966a, 1966b) pursued this problem of large-scale air-sea inter-
action and was the first to suggest that the Pacific Ocean temperature anomalies
may have even a greater impact on the circulation of the northern hemisphere,
or for that matter on the globe. In his studies related to the warming of water
along the Pacific coast of South America in 1957-1958, he suggested the fol-
lowing sequence of events that led from one locality to larger areas:

1. Southeast Trades weaken along the eastern side of the Equatorial
Pacific;

Upwelling along the Equator ceases, which then

Leads to warming of the upper layers of the eastern Equatorial Pacific;
This then leads to the warming of the overlying atmosphere;
Convection over the Equator intensifies, which results in

Increased precipitation;

The warmer than normal equatorial area results in the acceleration of
the Hadley circulation and to the transport of absolute angular momen-
tum to the subtropical jet stream at a faster rate than normal.

8. The continued poleward flux of absolute angular momentum and its
downward flux in the belt of the surface westerlies results in an intensi-
fication of the westerlies in the North Pacific;

9. The Subtropical High is then shifted to the south and with the strong
westerlies developed, the Aleutian Low intensified during the winter of
1957-58;

10. This then leads to a large-scale downwind effect carried by the upper
westerlies, which then

11. Leads to the weakening of the Icelandic Low and sets the stage for a cold
winter in northern Europe.

Nk e

However, Doberitz et al. (1967) have cast some doubt regarding some of
Bjerknes’ interpretations. More recently, Ramage (1970) has suggested that
the sequence of events also leads to the extension eastward (from the east of
the dateline) of the near-equatorial trough in both hemispheres. Moreover,
he suggests that the development of depressions in the troughs, which succes-
sively develop farther eastward, results in a reversal of the normal direction
of the pressure gradient along the Equator. The westerlies that then develop
progressively from the west, being convergent, result in the rising of air and
the heavy rainfall associated with it.

A course of events similar to those for the winter of 1957-58 was repeated
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in 1963-64 and 1965-66 in the equatorial Pacific (Bjerknes, 1969). In a
more recent study, Bjerknes (1972) further strengthened the validity of his
hypothesis by noting that the subtropical westerly jet was stronger in 1965
compared to 1964 and that the Aleutian Low had been displaced westward
from 1964 to 1965. He further pointed out that the circulation in the mid-
latitudes can also be affected by the heat transported by the Kuroshio.

The importance of upwelling in the equatorial Pacific to the atmosphere has
been given further emphasis by Flohn (1972) who demonstrated its attendant
influence on cloudiness and rainfall in the area.

Namias (1962, 1963, 1969a, 1969b) has subsequently produced a variety
of studies related to the large-scale atmosphere-ocean interaction. In one study,
Namias (1969a) asserts that the large changes in the monthly mean atmo-
spheric circulation over the Pacific and Atlantic Oceans, which frequently
occur in the autumn are partly due to the influence of extensive areas of unus-
ually warm or cold waters generated during the antecedent summer. In another
study, Namias (1966) related the occurrence of droughts in the northern
United States during 1962-65 to the effect of large-scale air-sea interaction
over the Pacific Ocean at that time.

In such phenomenological air-sea interactions in which an oceanic event
may lead to an atmospheric event or vice-versa, it is difficult to conclude which
event was initially responsible for the chain of events that followed. Dubin
(1973), for example, found a close relationship between the North Pacific
sea surface temperature anomalies during the 1960’s and hail damage in
Alberta. But he was unable to ascertain whether the marked reduction in hail
damage for the summers of 1962 through 1967, associated with the southward
shift of the jet stream maximum, was due to the sea surface temperature
anomalies or whether the mechanism responsible for the anomalies caused the
reduction in the hail damage.

The meridional atmospheric teleconnections over the North Pacific during
the period from 1950 to 1972 have recently been examined by White and
Walker (1973) who found that large-amplitude year-to-year variations in the
strength of the Aleutian Low during 195063 were generated independently
of the convective activity at the Equator. On the other hand, the small-ampli-
tude year-to-year fluctuations during 1964 to 1972 were closely connected.
Thus, the large-scale relationship between the events in the Equator and the
higher latitudes are still not as clear as some investigators have proposed.

While much of the large-scale air-sea interaction studies have been centred
on a large area of the North Pacific, Japanese investigators have considered
the oceanographic conditions in the Bering Sea to be of primary importance
for climatic changes in Japan — so much so that in the past they had conducted
oceanographic surveys in these northern waters and on the basis of the results
predicted the yield of the Japanese rice crop (M. Hanzawa, personal com-
munication). The importance of the Bering Sea to the climate in Japan in late
spring is apparently related to the presence of cold water there which results
in the formation of a trough in the troposphere over the Bering Sea. This in
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turn stimulates the formation of a low-level anticyclone (Okhotsk High) which
then advects colder air over Japan (Okawa, 1974). Furthermore, the accom-
panying increase in the northerly winds would likely strengthen the Qyashio,
thereby augmenting the cooling of the water and the overlying atmosphere in
the vicinity of Japan.

Another example of the possible influence of the ocean on climatic change
has been proposed by Weyl (1968). In his hypothesis, Weyl emphasizes the
importance of oceanic salinity. He argues that changes in the surface salinity
distribution of the world ocean can, by changing the extent of sea ice in the
North Atlantic and Antarctic Ocean, lead to climatic changes — including a
drastic change such as the coming of an ice age. His arguments are as follows:

If the North Atlantic Ocean were to have a surface salinity as low as the
Pacific Ocean, a large part of the North Atlantic Ocean would be covered by
ice due to the effect of salinity on the freezing point of sea water. Because the
sea ice alters the heat balance of the atmosphere, firstly because of the increased
albedo of the sea surface covered by ice and secondly because the presence
of sea ice impedes the transfer of heat between the atmosphere and the ocean,
there will then be a reduction in warming in the polar seas. This will then lead
to the cooling of a large area of the Northern European Continent because
of southward shift of the Icelandic Low.

A reduction in the salinity of the Atlantic Ocean could be accomplished if
it were possible to reduce the westward transport of water vapour across the
Isthmus of Panama from the Atlantic. At present, this water vapour precipitates
and falls on the eastern side of the Pacific. Weyl (ibid.) quotes Deffeys (per-
sonal communication) who claims that the water vapour transport is equivalent
to a transport of fresh water from the Atlantic to the Pacific amounting to 1/10
of a sverdrup — equal to 10% of the discharge of all the rivers of the world!
So, if the vapour transport were reduced drastically by some atmospheric
anomaly, the Atlantic would have a lower salinity and therefore a more exten-
sive ice cover would ensue. Weyl further showed that the events leading to
the “Little Ice Age” tend to confirm his hypothesis.

We have quoted some examples of the possible effects of the ocean on the
climate. Most of the studies are conceptual in nature and, although some
evidence has been provided to back the hypotheses, none have been adequately
tested. A recent numerical study by Rowntree (1972), using the 9-level hemi-
spheric model of atmospheric circulation developed at the Geophysical Fluid
Dynamics Laboratory (in Princeton, U.S.A.), has been used to test Bjerknes’
hypothesis that the variations of the sea surface temperatures in the eastern
part of the Equatorial Pacific are responsible for the variations and intensity
of the Aleutian Low. The numerical results indeed showed that, given a max-
imum anomaly of 3.5°C for the sea surface temperature, the hypothesis can
be confirmed. However, the model utilizes a “wall” at the Equator and such a
“wall” can distort the wind and temperature field in the higher latitudes (Miya-
koda and Umscheid, 1973). For this reason, Ramage and Murakami (1973)
argue that the test is not complete. Despite the deficiencies in the model, it is
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a first attempt to show numerically that the sea surface anomalies can cause
a change in the general circulation. The hypotheses of Bjerknes and Namias
should be further tested by a more complete model.

Of course, part of the difficulty in relating the oceanic events to those of the
atmosphere can be attributed to the different response time of the ocean from
that of the atmosphere. In the numerical experiments of the atmosphere-ocean
coupled model, the atmospheric circulation would stabilize in about a month
while the ocean would not stabilize fully even when the model was run for the
equivalent of two hundred years. The other difficulty is the cost of initial capital
investment in procuring a large computer system and the expense to run it.
However, such a study is essential, as large-scale climatic changes can have
drastic economic consequences and our ability to predict these changes certainly
should help mankind.

12 Summary and conclusions (parts 1 and II)

Our knowledge of the distributions of surface currents and sea surface temper-
ature is more complete than that of other quantities, principally because of the
greater amount of data. These data are mainly based on information collected
by merchant and naval vessels of the world’s maritime nations. However,
because the merchant ships ply well established routes there are obvious gaps
in the data they collect. Nevertheless, this information has been of enormous
help to oceanographers, despite the fact it is not always accurate. Improvement
upon the quality of the data gathered would be of immense value.

The mean velocities of the major current systems are all we have at the
moment, except for a few currents such as the Kuroshio and some of the equa-
torial currents about which we have some vague ideas concerning their seasonal
fluctuations. At present, the only area where surface currents are being observed
regularly is within 500 km of the Pacific coast of Japan.

There has been only one comprehensive study made of the water movement
in the intermediate layers of the Pacific Ocean. Yet, the motion in these layers
is likely to have profound effects upon the water mass transport and heat trans-
port. It is of particular importance that the latter be determined correctly if we
are to resolve the problem of the direction of heat transport so vital to the
consideration of the heat exchange between the atmosphere and the ocean.
Where the currents of the deep bottom-water have been estimated, there is a
general consistency amongst the results; however, the oceanic areas covered
by the data is so limited that a complete picture of the deep water circulation
is still unavailable. Although the volume transport has been estimated for many
of the major currents, assumptions used to obtain the integrated transport
above an arbitrary “level of no-motion” are by no means consistent. Further,
some transports are based on the geostrophic transports and have had to be
modified to accommodate the current speeds measured at large depths. Others
are based solely on measured current velocity values. This makes it difficult to
make a meaningful comparison between the various transport values.

There has been only a limited number of studies conducted on heat transport
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in the Pacific Ocean. Some of the results are even in conflict as to the general
direction of transport, whether it is toward the Equator or toward the pole.
Those who have proposed an equatorward flow in the upper layers of the ocean
have invoked a circulation in the meridional plane involving ascending move-
ment of water which is, at the present time, little known or understood. If cir-
culation in the vertical plane is to be considered, it is almost certain that, in
addition to the wind-driven circulation that we have been emphasizing, we must
also consider the thermohaline circulation resulting from differential heating
and cooling, from differences in evaporation and precipitation and from the
freezing and melting of sea ice.

Another problem associated with the estimate of oceanic heat transport is
the limited accuracy of heat flux computations. An error of more than 10%
is to be expected in the estimates of radiational flux and even more in the
turbulent flux. Such errors are liable to affect the calculation of heat gain or
loss, as the heat surplus calculated for the North Pacific is only about 10%
of the incoming solar radiation alone.

Thus, the two items, the determination of circulation in the meridional plane
and the upgrading of heat flux estimates, deserve careful study.

A variety of numerical models of ocean circulation have been produced to
examine the ocean currents. Most of these models reproduce results that agree
with the observations in some regions but not in others. At the moment the
model results are not much better than those obtained from the application
of the classical wind-driven circulation theories. One of the more important
findings of the coupled ocean-atmosphere circulation is the long response-time
indicated for the ocean compared to that for the atmosphere. While the mod-
elled atmospheric circulation resembled the observed circulation in a matter
of months, the ocean circulation did not stabilize even after the model had
been run for a few hundred years.

The main features of the distribution of sea surface temperature have been
described and it was pointed out that the deviations of the isotherms from a
zonal orientation were due to advective and convective effects.

The discussion of the thermal and salinity structures is based on a few exam-
ples from the Subarctic and Subtropic regions. It was shown that the seasonal
changes in the oceanic thermal structures are similar in the upper 100 m or so.
It is pointed out that in the Subarctic region at least, the thermal structures are
governed by the heat flux across the air-sea boundary and by the degree of
convective mixing, and less so by horizontal water transport. Further, while
the salinity structure in the Subarctic region determines the depth to which
the winter convective overturn can penetrate, in the Subtropic region it is the
thermal structure that plays a leading role in determining the depth to which
overturn could penetrate. In addition to the above, vertical transport of water
resulting from the divergence of the Ekman transport might have some influence
in determining the heat content in the upper layers of the ocean. The Subarctic
region is a divergent zone, and therefore upwelling of water can reduce the
amount of heat in upper layers. Near the coast, the Ekman transport away
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from the coast can accomplish the same thing, but in the open water the vertical
transport is related to the curl of the wind stress. Near the Equator, the Ekman
transport away from the Equator can also result in cooling.

The most conspicuous seasonal changes in wind velocity appear to occur
in the western side of the Equatorial Pacific. However, there seems to be only
a few comprehensive studies to clarify the possible changes of currents that
result from the reversal of winds there. From studies conducted along the East-
ern Equatorial Pacific, changes in the general location of the wind field, such
as changes in the position of the Intertropical Convergence Zone, rather than
the intensity of winds, appear to be of greater importance to the distribution of
ocean circulation in that region.

Although sea surface temperature anomalies over relatively large areas are
present in various locations in the North Pacific Ocean, the largest anomalies
occur in the equatorial region where it is not uncommon to observe an anomaly
of =4°C.

Large-scale phenomenological air-sea interaction studies conducted in the
past, focussed their attention on the equatorial anomalies. Although these
studies are in their early stages of development and therefore have deficiencies,
at least one numerical study has indicated that the hypotheses proposed on
this subject may have some substance. No doubt many of the hypotheses
deserve testing by various methods, amongst which numerical modelling may
be most promising.

From the standpoint of the possible influence of ocean currents upon the
climate there are certain regions that require attention. The termini of the
various equatorial currents seem to be some of the most important regions
as the events there would determine the amount of heat that would be available
for poleward transport. The degree to which the Peru Current affects the tem-
perature of the lower latitudes of the eastern South Pacific Ocean will depend
upon how much of the eastward-flowing South Pacific and Antarctic Circum-
polar Currents is diverted poleward. The Kuroshio is a source of heat in the
North Pacific Ocean but its dominant influence may be considerably modified
by the southward-flowing cold Oyashio. Because of the importance of the
Bering Sea in influencing the climate of Japan and its possible influence on the
overall North American climate as a consequence of variations in its ice cover,
the amount of warm Pacific water entering the sea should be important to
climatological studies.

In closing, 1 wish to state that this present review is far from complete. 1
have attempted to update the present status of our oceanographic knowledge
as much as possible, but in my haste to include some of the recent developments
I have probably omitted other pertinent information which should have been
considered. 1 have deliberately made little reference to the many important
studies of the Atlantic Ocean as its inclusion would have made this review much
too long. I do not believe that I am understating the case if I say that our knowl-
edge of the ocean circulation is still in the early stage of development. In fact,
it was only over two and one-half decades ago that the large Equatorial Under-
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current was discovered. The South Equatorial Countercurrent was discovered
within the last two decades, and, although not all the oceanographers agree to
its existence, there is sufficient data to indicate that some type of eastward
flow is present. In the eastern Subtropic region, the possibility of there being
a Subtropical Countercurrent has been suggested, and, although there is a body
of evidence indicating its occurrence, more data are needed to confirm its
existence. There are probably other appreciable currents that we are not yet
aware of. Also our knowledge and the understanding of the meridional circula-
tion in the vertical plane is still very poor and the thermohaline aspect of the
circulation is still ignored in most numerical models. All of these need to be
studied by our collective effort if we are to apply our oceanographic knowledge
to the consideration of the ocean’s impact on the climate.
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ABSTRACT

A brief review of past studies of the
chinook and a summary of some recent
satellite and visual observations of the
chinook arch cloud are presented as
evidence of the occurence of long
gravity wave phenomena in the lee of
the Rockies of Southern Alberta and
Northern Montana. A quasi-stationary
cloud band that extends several de-
grees of latitude along the lee of the
mountains appears to be associated

of the order of 50—-100 km or longer,
although resonance may be present
in some cases. Both satellite and visual
observations indicate the frequent oc-
currence of the wave during the colder
period of the year. Taken together,
these data imply that the wave pheno-
menon is potentially important in
terms of local surface weather and
vertical momentum transport and that
it should be subjected to more detailed

with a single long wave with a length  theoretical and observational studies.

1 Introduction

The chinook of southern Alberta is commonly defined as a warm, dry, gusty
wind from the mountains accompanied by rapid temperature changes. It is one
of the group of dry downslope winds known more widely as “foehn™ (Brink-
mann, 1973). It has been described as one of the most important wintertime
meteorological phenomena that occur in the area because of its influences on
hydrology, agriculture, and the local climatology in general (Marsh, 1965;
Longley, 1967). The conceptual model of the chinook that has grown out
of past investigations (Osmond, 1941; Godson, 1943; McCabe, 1961; Brink-
mann, 1969; Holmes and Hage, 1971) is composed of two major components.
On the macroscale, the advection of warm air plays an important role while
on the mesoscale, mountain-induced gravity waves modify the larger scale
effects. The wide variability of each of these components accounts for the large
variations of chinook characteristics. Although many of the properties of the
large scale component are well-known, the limited resolution of the conven-
tional meteorological data network has resulted in the neglect of the gravity
wave component of the chinook with only a few exceptions (Holmes and Hage,
1971; Kellie, 1972). Brinkmann (1969) has stressed the importance of a
better knowledge of the mesoscale structure of the chinook for a complete
understanding (and ultimately better predictions) of that phenomenon.
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Although the chinook research project at the University of Calgary (Lester,
1975) is currently concentrating its efforts on the macroscale and large-
mesoscale characteristics of several chinook situations, high-resolution satellite
data have provided information about the smaller-scale wave-structure. The
purpose of this paper is to present a synopsis of recent satellite and visual
observations and a brief summary of past studies which suggest that the gravity
wave component of the chinook is characterized by longer-than-normal lee
waves.

2 Past evidence

The idea of long gravity waves in the chinook belt is certainly not new. An
early discussion of the chinook by Godson (1943) and work by Hess and
Wagner (1948) already hinted at their existence and a recent paper by Wilson
(1973) has suggested that mountain-induced gravity-inertia waves may play
a role, not only in the production of the chinook but also in the determination
of the climatological locations of the lee trough and the Alberta hail maximum.

Fig. 1 Chinook arch as seen from the University of Calgary campus,

The observational evidence suggesting the cxistence of long lee waves comes
from many independent sources. The visual observation of the arch cloud
often associated with the chincok is the most frequent indication that a long
wave phenomenon is present. The general characteristics of the altocumulus
arch cloud (Figure 1) are a sharp western edge and a great cross-wind
extent. Reported arch cloud heights generally range between 3500 m and
6500 m AMsSL. Thomas (1963) estimated that an §00-km length of the western
edge of a typical arch cloud (often reported as standing lenticular — AcsL)
could be observed from Calgary, Alberta, at one time. He determined the
plan position of the arch from surface observations on one occasion and the
diagram he presents bears a striking similarity to satellite observations discussed
below. Thomas’ observations indicate that the arch cloud is better defined
closer to the mountains and it often has an eastward movement. At the latitude
of Calgary, the western edge of the arch cloud has a mean position between
that city and the mountains (Wilson, 1973), It is not unusual for thc more
common visual manifestations of the much shorter, ordinary, lee waves (lentic-
ularis and roll clouds) to form at lower levels in the clear area or “window”
between the western edge of the arch and the mountains (see Fig. 1) or to be
cmbedded in the arch cloud itself.

Interviews with commercial pilots and forecasters indicate that wave activity
is quite common along the airways west of Medicine Hat. Occasional PIREPS
scrve as good indicators of the character of the wave motion. For example,
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Fig. 2 Commercial jet aircraft pilot report (PIREP) for 0220 omT, 18 March 1975.
AT, and AM indicate, respectively, maximum excursions in total temperature and
Mach number during turbulence. “Subsidence’ is pilot jargon for a smooth
downdraft.

Fig. 2 illustrates a recent PIREP which suggests a single wave with a length
of over 100 km. Sailplane pilots flying in the southern part of the province
have reported resonant waves between the Continental Divide and Medicine
Hat with wave lengths of about 60 km. Studies of surface temperature varia-
tions at stations between Calgary and Banff (Brinkmann and Ashwell, 1968)
imply a wave length of about 70 km during a chinook situation.

Perhaps the most complete long wave observations to date were gathered
via aircraft by Holmes and Hage (1971) during chinook conditions. Tempera-
ture at several levels up to 1200 m AGL and visual observations of large snow
melt areas showed resonance waves of 60-70 km in length. Kellie (1972)
has spectrum-analyzed data from two instrumented towers in Calgary to esti-
mate wave lengths in chinook cases. He found eastward progressing waves of the
order of 29-118 km in length.

Manson et al., (1974) has published results of wind observations made
from Saskatoon, Saskatchewan in the 50~110 km AMSL region with a partial
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Fig. 3 vHRR Visual image from the Noaa 3 Satellite, 1739 6mT, 1 October 1974. The
bright cloud band that crosses 115 W at about 52 N is the arch cloud. Note the
much shorter, more common, lee waves visible over the mountains to the west
of the arch cloud.

reflection radiowave system. Ray-tracing computations indicated that long
(~200 km) gravity waves, associated with measured upper-atmospheric wind
fluctuations, were generated in the foothills of the Rockies in central Alberta.

3 Recent evidence

The most recent evidence for the existence of long wave phenomena has come
from the chinook project at the University of Calgary. In October, 1974, a
chinook “watch” was established. Days on which a chinook arch cloud was
observed from the surface were recorded. In a period of six months (through
April, 1975) arch clouds were observed from Calgary on 39 days. In an incom-
plete series of Noaa satellite data for the same period (about forty days of
twice-a-day imagery) at least 19 apparent arch clouds have been identified.
These data were acquired for periods during which chinook conditions (westerly
flow) prevailed at the surface and/or arch clouds were observed from the
surface. Two of the better-defined cases are shown in Figs. 3—-6. The satellite
data examined thus far have revealed the following general characteristics of the
arch cloud.

There are two distinct forms: (a) a single, definite cloud band parallel to
the mountains with a range of widths from 15 to 200 km (e.g., Fig. 3) and (b)
a broad cloud form with a sharp western edge and an ill-defined eastern terminus
(e.g., Fig. 5). At the present time, the majority of arch clouds fall into the latter
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Fig. 4 Schematic representation of arch cloud shown in Fig. 3 over southern Alberta.
500 mb winds at Edmonton and Vernon are shown in ms-1. The heavy dashed
line represents the Continental Divide. Surface contours are shown at 2000, 3000,
4000 and 6000 feet AMSL (~ 600, 900, 1200 and 1800 m amMsL).

category. All apparent arches were located east of the major mountain ranges.
The cross wind lengths of the observed cloud bands ranged between two and
seven degrees of latitude. In all cases the bands occurred in the latitude belt
47 N to 54 N. The usually well-defined western edges of the bands displayed a
marked geometric similarity between cases, suggesting a strong tie with the
topography. Variations in the orientation of the arch cloud were usually found
downstream of major variations in the size or orientation of the mountains. In
a number of cases the plan position of the western edge of the arch cloud inter-
sected the Continental Divide at a small angle near latitude 50 N (i.e., the
arch cloud was west of the Divide south of that latitude). This suggests that,
at least in the southern part of the area, a mountain range west of the Divide
was responsible for the flow disturbance. In several cases, arch clouds have
been observed to coexist with lower-level bands of clouds which appeared to
be associated with “ordinary” lee waves (lengths of the order of 10 km).
Most of the cases examined thus far have been associated with only weak to
moderate cross-mountain flow at 500 mb (15-20 m s—1).
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SEPEEN v |

VHRR Visual image recorded by Noaa 3, 1823 amT, 30 November 1974. Note
that for clarity the 115 W meridian has not been included, The western edge of
the arch cloud is visible east of the curved break in the clouds over the Continental
Divide.
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Fig. 6 Schematic of arch cloud shown in Fig. 5. 500 mb winds for Edmonton and Vernon
are given in ms-1. Note the tendency for the western edge of the arch cloud to

approach the Divide in the south. Also note the sharp break in the curvature of
the edge opposite Crowsnest Pass (about 49.7 N).

4 Summary

Several past and on-going chinook studies suggest that stable, westerly flow
over the mountains of southern Alberta and northern Montana gives rise to
lee-side gravity wave disturbances with lengths of 50—-100 km or longer. In
most reported cases only a single long wave mode is apparent, similar to that
predicted by the Klemp-Lilly (1975) hydrostatic model. However, a few
more detailed observations indicate the presence of long resonance waves with
lengths between typical lee waves and gravity inertia waves (Holmes and Hage,

1971). The high frequency of occurrence of the long waves over a wide area
is implied by the common appearance of the chinook arch during the cooler

part of the year, Apparently the large-scale cause of this phenomenon is a
unique combination of mountain shape, size and orientation and the climato-
logical state of the westerlies.

Admittedly the evidence presented here is suggestive at best and no firm
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conclusions can be drawn on the basis of it.! However, the possible climato-
logical importance of such waves in influencing local weather (Thomas et al.,
1974;Webb, 1975), as efficient momentum transport mechanisms (Lilly, 1972)
and as coupling mechanisms between the upper and lower atmosphere (Manson
et al., 1974) indicates that their role may extend well beyond the local chinook
problem. Thus, taken in broader view, these long wave phenomena warrant
further investigation to establish clearly their nature and true importance.
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ABSTRACT

The effect of vertical truncation in
connexion with interpolation of geo-
potential from standard pressure to
sigma levels is examined. It is shown
that the hydrostatically related tem-
perature and geopotential fields in the
sigma system become inconsistently
related with regard to calculation of
the pressure force in this system. This
inconsistency occurs as a result of
vertical truncation around tempera-
ture inversions (e.g., the tropopause)
above a sloping ground. Numerical
examples show that erroneous pres-
sure gradients are introduced which,
expressed in equivalent gradient wind,
have a magnitude of several ms—! in
the tropopause region over the Hima-
layas and the Rocky Mountains.

To avoid those errors, a procedure
is developed in which the pressure
force, calculated from analyzed geo-

potentials in the p system, is inter-
polated to sigma levels.

For consistency, a reversed pro-
cedure of the kind just described has
to be applied at the end of a forecast
when results are to be displayed on
pressure surfaces.

The present method has been
tested in a few 36-hour forecasts
using real data. The results exhibit a
noticeable improvement as compared
to those obtained when the commonly
adopted interpolation scheme is used.

When the pressure force is inter-
polated, the geopotential fields on the
sigma surfaces are obtained by solving
a set of vertically coupled elliptic
partial differential equations. The
problems involved in solving this set
by successive over-relaxation (SOR)
are analyzed.

1 Introduction

In a recent paper (Sundqvist, 1975b) the author studied in some detail the
origin of truncation errors in systems with terrain-following coordinate sur-
faces — e.g., the sigma- (o = p/p,) system. The investigation focused on the
truncation errors of the pressure gradient force and temperature gradient when
calculated from discretized functions along o-surfaces. The temperature, T,
and the hydrostatically associated geopotential, ®, were in that case well defined
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analytical functions of pressure so that any contamination by vertical truncation
was excluded. It is also of importance to note that this type of truncation error
is repeated at each time step in an integration of the model equations.

A special type of truncation error that shows up in the pressure force as a
result of vertical discretization was briefly discussed in the aforesaid paper. This
error is introduced only initially in conjunction with interpolation of analysed
data from p to 0. A question that we may ask ourselves in that context is
namely: in what way shall we try to duplicate the state of the real (or p-system
analysed) atmosphere in discretized form in the o-system? If the most straight-
forward and common way is chosen, that is, by duplicating the geopotential
with the aid of an elaborate interpolation algorithm, then the temperature has
to be calculated from the finite difference form of the hydrostatic relation in the
o-system. (¢ and T could of course be interchanged in this reasoning.) As a
consequence of vertical truncation, these fields of ¢ and T — which both appear
in the pressure force terms in the o-system - are likely to yield a pressure force
which deviates from that obtainable directly from the original data at cor-
responding pressures. Thus, if we consider the pressure force as it is obtained
in the p-system to be the correct one, then this way of interpolation from p to o
is likely to introduce an inconsistency between ® and T which results in an
error in the pressure force when this is calculated in the o-system.

If we interpolate the pressure force instead, we would consequently avoid
the error that follows from a possible inconsistency between ¢ and 7. In such
a procedure, however, ® and T become expressed in terms of differential rela-
tions which have to be integrated in order to obtain them explicitly.

This problem of how to arrange the initial data in a consistent way in a o-type
system when the atmospheric state is available in a p-system analysis has also
been studied by Phillips (1974). In his paper, Phillips presents in detail a
procedure for this purpose, based on energy considerations.

The purpose of the present paper is to explore the above mentioned error
that may arise in the initial pressure force as a result of vertical truncation. As
a means of avoiding this error, the alternative of interpolating the pressure force
instead of ® (or T) alone will be tested numerically.

A couple of reasons could be mentioned why the p-system structure has been
taken as a reference. The most obvious one is that — at least to the author’s
knowledge — no analyses are presently routinely performed on o-surfaces.

The relation between ¢ and T in the finite difference hydrostatic equation
will be discussed in Section 2. A numerical demonstration of the appearance
of the pressure force error focused on here is performed in Section 3. A method
of interpolating the pressure force and obtaining ® and 7T in the o-system will
be developed in Section 4. The two ways of duplicating the initial atmospheric
state are then compared in a couple of real data experiments, the results of
which are presented in Section 5. Some concluding remarks are then given in
Section 6. In the Appendix, the problems of solving the vertically coupled
elliptic partial differential equations — derived in Section 4 — by successive over-
relaxation (SOR) are analysed.

38 Hilding Sundqvist



The model used in the numerical experiments is the PE model of RPN, Atmo-
spheric Environment Service, Montreal, Canada. For reference, see Robert
etal. (1972). In the present context, it suffices to mention that this model is a
hemispheric gridpoint model with five o-levels: 0.1, 0.3, ..., 0.9.

Although the present investigation mainly centers around a specific PE model
design, it is believed that the discussions and results are of general interest
because they are applicable to any model that uses a sigma type vertical co-
ordinate.

2 Finite-difference form of the hydrostatic relation
In a discrete vertical representation, the hydrostatic approximation,

w00
dlnp dlnge

= —RT, (1)

of course has to be expressed in a finite-difference analogue. In (1) o =p/p,
where p, is the surface pressure, & is the geopotential, T is the temperature and
R is the gas constant for dry air. This diagnostic relation has to be applied at
each moment (time-step) of the integration of a model with a sigma-type
vertical coordinate. The reason for this is that both T and ¢ have to be available
at the same coordinate level for calculation of the pressure force which reads
(in the x-direction):

{9 dIn p
F—(E),+RTT (3]

in the o-system. Subscript o indicates that the differentiation is along con-
stant o.

The difference approximation of (1) will have a somewhat different formula-
tion depending on whether T is defined only at the o-levels above the ground,
or at all the o-levels — that is, including o = 1. To explain this statement
further, let us consider a model with o-levels k = 1, 2, ..., N where the level N
is at o = 1. At that level &y = &,, &, being the geopotential of the earth’s
surface. Thus, if we regard the first-mentioned alternative in the preceding
paragraph, the finite difference approximation (of second-order accuracy) of
(1) will have the following form:

Sk+1 Sk — Sk+1 Sk
— . _®,_, + o, — () = RT, (3)
Si(Sk + Spa1) kot SkSk+1 , Sk+1(Se + Sk+1) ket ,

for2 <k<N-1

where

Ty

Q)

Sk = ln
Ok—1

Equation (3) cannot be applied at £ = 1. We rather have to use &-values only
from k = 1 and & > 1. (It might, of course, be possible to prescribe a ®;_, at
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Fig. | Illustration of finite difference (second order accuracy) hydrostatic relation
between ® and T.

Ok o Well above the top level, o, 1 of the model; e.g., by taking the standard
atmosphere for a1 _,.) We will return to this question in a moment.

The meaning of (3) is that we are working with the thickness (®,_; — @)
and (@ — ®;1) which yield the mean temperatures T_4 and T for the
two layers. Those temperatures are associated with the levels Ino,_5 and
In 015 . Then assuming a linear variation in In o from T _4 to T, 4 we obtain
T at In o, as shown in Fig. 1.

We may now more easily explain a plausible formulation of the hydrostatic
relation for k = 1. Namely, we extrapolate through the T-values at k + % and
k + 1 with the assumption that the value of the lapse rate between k and k +
is half of that between k + 4 and & + 1. Thus

Tk = Tk+{> + %(Tk+{» - Tk+1) (5)
or in terms of ®

1 (3 Sk+2 ) 1 (3 Sk+1 — Sk+2)
={— - o — |-+ 22| O
208 See1(Sear + Siv2)) ¢ 2\s Sk+15k+2 ket
1 Sk+1
2 s+ 2(Skr1 + Sk+2)

Q.2 =RT; k=1 (6)

When no temperature is defined for o = 1 it is natural to work with the thick-
nesses of the layers. The temperature, which it is necessary to know at the
o-levels for calculation of the pressure force (2), is then determined diagnos-
tically from (3) and (6). This is the way the model is designed that has been
used in the present numerical experiments.

Let us for completeness also regard the case in which a temperature is defined
at o = 1. In this case it is more natural to use the temperature at each o-level
as the prognostic variable. The hydrostatically related geopotential is then
obtained by integration of (1) in the discrete system, for example by adopting
the trapezoidal approximation

R
q>k=q’k+1'+‘5(Tk‘+‘Tk+1)$k+1; l<k<N-1 M
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B

—_—T

Fig. 2 Illustration of truncation error arising when T is calculated from the finite dif-
ference form of the hydrostatic equation (equation (3) in the text) using ®(o)
as obtained from an analytic expression for T(p).

With the above discussion as a background let us now proceed to a numerical
investigation of errors that may arise in the pressure force.

3 Errors arising in the pressure force

As already indicated in the Introduction, we shall assume that the p-system
analyses show the “true” state of the atmosphere. Our aim is then to transfer
this information to the o-system as properly as possible by interpolation/extra-
polation.

In this section we will investigate what the errors might be if the most straight-
forward (and common) method of interpolation is adopted, namely inter-
polation of & from p to o. For this purpose we will consider a case with the
well-defined atmospheric state that is characterized by no pressure gradients
(except for the hydrostatically balanced part) and no motion.

Let us begin with the following qualitative consideration. Suppose that there
are two identical temperature soundings at gridpoints A and B, as shown in
Fig. 2, and that we have the analytic expression for T(p). Hence, ®(p) is
obtained from (1) for any p. Let us furthermore assume that three consecutive
o-levels are distributed and tilted with respect to p = constant as shown in
Fig. 2. Then, regard the case in which we have available at the o-levels the ¢
that is compatible with T(p(o)) at A and B respectively.

Hence, in order to obtain the correct mean pressure force (= 0) with the aid
of the o-system quantities, the average temperature given by T(a) and T(b)
(see Fig. 2) should be used in (2). However, ® is given only at discrete o-
points, so we use (3) to calculate temperatures at level o.. To find those in
Fig. 2 we proceed as described by Fig. 1. The result is that at point A, T4 =
T (a) while at point B, Tp; = T(b). Consequently, using 7 4, and Ty, for the
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Fig. 3 The model orography over Asia. Fig. 4 Stratification used for calculation
The labels on the isopleths are in meters. of the p-system geopotentials.

average temperature in (2) we get a pressure force > 0. This error in the hori-
zontal pressure force is thus due to a vertical truncation error which yields pairs
of (@, T') that are inconsistent with respect to the pressure force calculation ac-
cording to (2). How pronounced this error is, depends on how the o-levels
happen to be situated in relation to possible temperature inversions (e.g., the
tropopause) present in the p-system analysis. From (2) we furthermore realize
that, for a given temperature discrepancy (in the above case |T(b) — Ty ),
the error in the pressure force increases as the magnitude of the individual terms
of (2) increase, that is, as the slope of the o-surfaces steepens.

In Section 4 we will explore a method of eliminating the above type of pres-
sure force error by mutually adjusting ¢ and 7.

Let us now obtain a more quantitative idea of the pressure force error that
arises on a hemispheric grid with the earth’s orography included. In Fig. 3 is
shown a part covering Asia with the Tibetan and Himalaya mountains, the high-
est elevations of which are about 5000 m in the model.

We are considering an atmosphere at rest and without horizontal pressure
gradients in the p-system. The geopotentials of the standard pressures, 1000,
850, 700, 500, 300, 200, 100 mb, are calculated from the stratification shown
in Fig. 4. The pressure at mean sea level (msl) is assumed to be 1000 mb. With
this specific choice of the p-system “analysis”, we know that the pressure force
values that turn out to be non-zero when evaluated in the o--system are spurious.

The first step of the interpolation procedure is to retrieve the surface pres-
sure, p,, in the regions where the ground is above msl. In the present model p,
is calculated with the aid of a cubic interpolation, utilizing ® of the standard p
and the ground elevation, @,.

The geopotentials of the five o-levels are subsequently found by cubic inter-
polation. At points where p(o- = 0.1) < 100 mb an extrapolation similar to
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the one yielding (5) is employed. The temperatures, which are needed in the
pressure force term (cf.(2)), are calculated from (3) and (6).

We illustrate possible non-zero pressure gradients in terms of the balanced
wind, by solving the balance equation in the o-system (see Sundqvist, 1975a).
The resulting streamfunctions on the five o-surfaces are depicted in Figures
Sa—e over the same region as shown in Fig. 3. The spurious pressure force is
rather weak (corresponding to winds < 0.5 m s—?') at the lower levels where the
temperature varies essentially linearly with In p. At the upper levels, on the
other hand, where the interpolated ® values are directly influenced by the
presence of a tropopause in the given p-system data, we find substantial pres-
sure force errors (corresponding to winds ~ 5 — 10 m s—1). The errors at o =
0.1 also reflect an uncertainty connected with the extrapolation of information
beyond 100 mb.

The scale of the error pattern is of about the same size as the scale of the
model orography, which, in this region, indeed is as large as the synoptic scale.
Figs. 5a—e furthermore show that the spurious pressure force tends to yield a
circulation of opposite sign at adjacent o-levels. Thus, in case of imbalance
between the mass and the wind fields, we may expect long-period internal grav-
ity waves to be set up.

The same qualitative features as those exhibited in Figs. S a—e are also found
around the Rocky Mountains. The magnitude of the error is smaller, however,
as a consequence of less pronounced slopes there; the maximum error cor-
responds to a wind of about 2 ms—1.

Proceeding to the method of interpolating the pressure gradient from p to o,
we may already here note that this method will, in the present case, duplicate
the pressure force exactly, as it is zero. Naturally, there will be a certain trun-
cation in a case with a realistic vertical variation of the geostrophic wind. How-
ever, the idea with the method is to avoid the error that has been shown above
and which is due to an inconsistency between ® and T.

4 Consistent (®, T) pairs obtained from the interpolated pressure gradient
When the pressure gradient is interpolated, the geopotential (and T) on the
o-surfaces is not obtained explicitly, but in differential form. Consequently, we
have to solve for ® (and T') from the information given by the pressure force.
This matter will in this section be developed in some detail within the same
model design as employed in the preceding section.

The principles of the interpolation procedure are that the pressure gradient
components are calculated in the p-system analyses and then interpolated to the
o-levels, where we use the notation

F,=V,0 (8)

for the interpolated pressure force; the aim is then to obtain ® (o) and T(o)
such that the pressure force

F,=V,® + RTVInp, )
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Fig. Sa—e Stream function obtained from the solution of the o-system balance equation
for the case where & has been interpolated from the p-system, in which the
pressure force is zero. a, ..., ¢ show g-levels 0.9, ..., 0.1 respectively.
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calculated from those quantities equals F,. In order to get a more convenient
equation we equate instead the divergences of (8) and (9). (We also intro-
duce a surface pressure weighting; this has to do with the specific formulation
of the right hand side of the balance equation that was used in Section 3.)
Hence, our basic equation for obtaining ® and T at the kth o-level is:

V'[psvc(pk + RpsTkV lnps] = V.(pst)k (10)
Writing the hydrostatic relation (3) symbolically as

a®_ + (b — a)®, — 5P, = RT, (11)

(and an analogous form for (6) and introducing this in (10) we get a ®-equa-
tion that gives the proper pressure force when ® and T are related via the finite
difference form of the hydrostatic equation. For convenience we will write (11)
in matrix form

A® = RT (12)

where now ® and T are column matrices and A is the coefficient matrix of (3)
and (6) together (R is still the gas constant). Thus, we rewrite (10):

V- [pVs® + A®(p,V Inp)] = D, (13)

D, being the column matrix of the rhs of (10).

In order to solve the elliptic equation (13) we must know @ on the boundaries.
So there we resort to ® obtained from the interpolation as it is described in
Section 3. The kind of inconsistency error that we are considering may be
minimized in the boundary values by making the model orography equal to
zero in a strip along the boundary.

In the present study, we will solve for the necessary correction, ¢, to the
geopotential, ®?, in order to satisfy (13); ® being obtained by the inter-
polation procedure that is described in Section 3. That is, we evaluate the
column matrix

DY = V- [p,V, 0" + ADD(pV In p,)] (14)
and with ® = ®" + @ inserted in (13) we have
V:[p,Ve + A@(p,V In p,)] = D, — DO (15)

with the boundary condition ¢ = 0.

With regard to solving the three-dimensional equation (15), this is encumbered
with a complication because of the structure of the second term. A more
detailed analysis of this matter is given in the Appendix.

The present interpolation method was applied to the case that was investigated
in Section 3 (i.e., D, = 0). The resulting correction ¢ on the five o-levels is
depicted in Figs. 6 a—e over the same region as shown in Figs. 5 a—e. In the
lower layers the required corrections are quite moderate, while they are sub-
stantial in the upper two layers in which the p-system tropopause is situated.
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To check the pressure force as it is obtained from ® (= ®"V + ¢ and the
associated T (equations (3) and (6)), the balance equation was applied using
these new (®; T) pairs in the forcing terms. The results reveal that the pressure
force errors, in terms of the balanced wind, have a magnitude that is less than
0.5-0.6 m s~ ! everywhere. It may be noted that in the study (Sundqvist, 1975b)
of the pressure force error that is a consequence of the spectral distribution of
® and T along o-surfaces, it was concluded that a maximum error of that
magnitude is practically unavoidable in a o-system model with a realistic
orography included. On the other hand, this magnitude seems to be acceptable.
It is also worth remarking that the error due to horizontal truncation thus
contributes with merely this magnitude to the errors demonstrated in Section 3.

5 Comparison between the two methods of interpolation,
using real data

When verifying (and displaying as well) real data forecasts made in a o-system
model, it is convenient to first interpolate ® from o to p. Now, when the method
of interpolating the pressure gradient of the initial fields is employed, this
implies that we have made no effort to duplicate the geopotential itself, but
rather the pressure force. Therefore, at the end of a forecast, the reversed
procedure has to be applied for consistency. Thus, in that case, ® on the
standard p-levels is obtained by solving a Poisson equation at each level.

Regardless of what the interpolation method is, there is a particular problem
of assessing reasonable values for standard pressure levels (mainly 1000 and
850 mb) that are below the ground and for which an extrapolation has to be used.
As apparent forecast errors at these levels may substantially be due to those
circumstances, the 1000 mb level is excluded in the comparisons to be presented
below.

The PE model mentioned in the Introduction was used in the 36-h prognoses
that are compared. We will present quantitatively the results of two cases
(initial times 1974-01-16 and 1974-05-18) in which the ordinary forecasts
showed somewhat less skill than in the average. Let us denote by A the method
where @ is interpolated and by B the method where the pressure gradient is
interpolated.

Table 1 shows the difference of the rms error of ®, (A — B), in m at 36 h.
The numbers are averages from six different verification areas, all north of
about 25-30° latitude. A clear improvement of the forecast height field in terms
of rms error is found when the method of interpolating the pressure gradient is
employed in the process of arranging the initial mass field.

The same characteristics are noticed in the Sl skill scores that are also
presented in Table 1. The values yielded by B are markedly better than those
originating from A. Experience has generally shown that S1-values very much
reflect the smoothness of a forecast field; the smoother the field the better (i.e.,
smaller) the S1 score. In the present cases, this does not mean that lows and
highs are generally more smoothed in case B than in A. It is rather an over-all
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TABLE 1. rms error difference (A — B) in m and the S1 skill score for A and B.

Pressure — 850 700 500 300 200 100
rms 16/1-74 1.06 —-0.0 2.73 1.03 4.55 1.95
difference | 18/5-74 1.94 0.98 1.53 0.28 1.25 0.97
S1 score, §A 0.68 0.65 0.58 0.56 0.54 0.52
16/1-74 |B 0.60 0.58 0.51 0.50 0.46 0.51
S1 score, {A 0.75 0.69 0.62 0.60 0.64 0.83
18/5-74 |B 0.67 0.63 0.56 0.53 0.55 0.84

smoothness of the height fields that stands out in B. In limited regions of the
forecast ®-fields of A, short wave (~3—4 As) noise appears while such features
are hardly discerned in B.

These two comparative experiments may be too few to draw definite con-
clusions from. Nevertheless the comparisons do indicate a (nearly) systematic
improvement of the forecasts when the pressure gradient information—instead
of ® itself—is transferred from p to o in the initial fields.

In the present study no attention has been paid to minimizing the additional
computing time that follows with the suggested procedure. The impression is
that, with a well optimized program, the addition would amount to about
10-15%, of the time for a 36-h forecast starting from the p-system analyses. This
figure is probably not generally valid since it is likely to depend on the capacity
and design of the computer system being used.

6 Concluding remarks

When a transformation to a terrain-following coordinate system is performed,
the pressure gradient becomes expressed by the sum of two terms, the magnitude
of which is small compared to that of the individual terms in mountainous
regions. (A corresponding effect also appears in the z- and the p-systems when
the orography is included; see e.g., Katayama er al., 1974). Truncation effects
on ® and T individually are not necessarily troublesome, but because of an
inconsistent effect on the two pressure force terms, the truncation may have a
relatively strong impact on the net of those terms. The truncation that appears
as a consequence of the spectral distribution along o-surfaces causes an error
that is repeated at each time step. These circumstances were explored in
Sundqvist (1975b). In the present study it has been found that an error in the
pressure gradient may arise in the initial fields as a result of vertical truncation
occurring in connection with the interpolation from the p-system to a o-type
system. Furthermore, the quantitative examination shows that this error has
roughly the same scale as the model orography and that the magnitude may be
quite appreciable, namely about 5-10m s~! in terms of a balancing gradient
wind in the layers around pronounced inversions like the tropopause.

We have suggested and tested the method of interpolating the pressure
gradient as a remedy to the problem under consideration. The objective of this
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method is to obtain the best possible duplication of the analysed pressure
force. Consistent pairs of (®; T) are then obtainable from the given pressure
gradient field in the system with terrain-following coordinate surfaces. In
solving for ® and 7, these are related via the hydrostatic equation in finite
difference form in that coordinate system. Results from numerical applications
on real data forecasts indicate that improvements that are not negligible may
be achieved with this method.

The kind of pressure gradient error that we have investigated might also have
a degrading effect in a p-system objective analysis cycle that contains a o-type
PE model for providing the first guess fields. The interpolation to the o-co-
ordinates may introduce spurious pressure gradients in the initial fields for the
forecast model. The possible errors then arising in the subsequent forecast may
be retained over appreciable periods of time (several cycles in the continuous
objective analysis process) in areas like the mountainous Tibetan regions. This
problem seems to deserve some attention and comparative experiments ought
to be made.

An efficient way of generally suppressing this particular type of error would
be, of course, to perform the analyses in the coordinate system that is being
employed in the prognostic model system in question. Such an approach would,
however, require an extensive treatment of data to assess necessary statistical
parameters—which would probably be applicable to a specific model design
only. However, in several types of four-dimensional data assimilation experi-
ments, it appears to be a feasible undertaking to take due regard to the problem
directly in the model coordinate system.
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Appendix

We will here examine equation (I5) of Section 4 as to a necessary condition for
convergence when successive over-relaxation is employed for solving the
equation on a cartesian grid. We will not derive a stringent formulation of such
a condition, but rather a fairly qualitative one. Nevertheless, this appears to
give adequate guidance for a practical procedure.
Let us neglect the weighting by the surface pressure and then regard the
equation
V2 + V(A@Vz) = D (A1)

which is principally the same as equation (15). The field z, (= In p,) has a
pronounced variation in mountainous regions and this is the cause of the
complication of the problem. The elements of the square matrix A are those
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given by equations (3) and (6) of Section 2. As A is independent of the horizontal
coordinates (x, y) we may conveniently separate the variables and instead
consider an equation corresponding to (Al) for each vertical mode. Hence, we
introduce the eigen-values, A,,, of A and the associated column eigen-vectors
¥, (x, y) and get

V¥, + A, V-(¥,Vz) = d, (A2)

Equation (A2) is obtained from (A1) by pre-multiplying with the square matrix
B, the rows of which are the row eigen-vectors of A. We furthermore introduce
the two square matrices C, the columns of which are the ¥,, and M, the
diagonal elements of which are the A,, all other elements being zero. Then we
have the closing relations

BC =1 (the unit matrix) (A3)
CMB = A (A4)

Returning to (A2), in order to simplify the discussion, we assume that there are
no variations in the y-direction. For convenience we write the finite difference
form of this simplified version of (A2) in matrix form

@L -1+ U¥, =d, (AS)

where L and U have non-zero elements only below and above the diagonal
respectively. With second order accuracy differences the elements of L and U are

/\m
1 i T(Z.ﬁ - Zsi+1)

- (A6)
2 — -2m(2si+1 + zgio1 — 2z)

where + applies to U and — to L.

The sequential relaxation used for solving (A5) is expressed as (with over-
relaxation coefficient = 1)

L - D¥,'*! =d, — U¥,’ (A7)

where v is the iteration number. Subtracting (AS) from (A7) and denoting the
error vector by
=¥, —¥,
we get
L -Det!l = —Us”
or
g =—(L-D'Uug!

and in terms of the first guess error vector g°
g = (='[(L - D7'UPE° (A8)

Thus we find the general condition for convergence in this kind of relaxation
process, namely that all eigen-values, u, of the matrix (L — I)”'U have magni-
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tudes less than unity. Since ¢ = p(A,), |4l < 1 implies that there is a constraint
put on A,. From (A6) we may intuitively realize that for large |A,| the de-
nominator might become too small in regions where the curvature in z, is
markedly positive, that is, around the summits of mountains.

To obtain some further specification of these matters, a numerical example
of the above steps was set up for a (5 x 5) matrix. First the A, were calculated
according to the coefficients of (3) and (6) in Section 2 for a five-level model.
One | A| turns out to be noticeably greater than the others. This is a consequence
of the difference in A o steps around o = 0.9 — downwards A¢ = 0.1 and up-
wards Ao = 0.2,

The maximum of the z-terms in (A6) (with A,, = 1) as well as (AB) itself was
calculated from the model orography. With the values so obtained, the eigen-
values u(]Al,.) were computed, and it was found that some |u} were > 1.

The coeflicient of ®, in (3) at ¢ = 0.9 was then changed by imposing a smaller
value, and A, subsequently re-calculated. These experiments showed that when
[A,l all are smaller than a certain value, also all |u| are <.

The coefficients of equations (3) and (6) (i.e., the elements of A} are functions
of the vertical grid and thus fixed quantities once the vertical subdivision is
decided. So, what does it mean when we change the value of the coefficient in
question ? Let us first state that it is hardly conceivable to change the surface
pressure field (i.e., z; in A6) in order to achieve the desired effects, because such
a change would move the positions of all the o-levels. We shall also recall that
strictly y = O, that is, no changes in the orography. None the less it appears
quite plausible to relax this boundary condition by prescribing

on = BOn-1 (A9)

This condition implies (with 0 < 8 < 1) that the thickness changes of the lowest
layer are not allowed to be as large as ¢, _, alone would render.
The coefficient (b, — q,) for ®, at ¢ = 0.9 now becomes (see equations (3)
and (11))
Sk = Sk+1 Sk .
(b, — a,) = -8 k=N-1 (A10)

bl
SESk+ 1 S+ 108k + Ses 1)

A suitable value of 8 will give a (b, — ) such that all |A,] become sufficiently
small. The precise B-value to be used wiil depend on horizontal resolution and
on how pronounced the orographic (i.e., z,) variations are within the grid of a
specific model. Naturally, with a non-zero B, the change according to (A9) has
to be put on the orography for consistency.

In the experiments presented in Sections 4-5 we had 8 = | — (s,41/5)? =
0.82 in the present resolution. This B-value makes g, = b, fork = N — 1. We
then realize from Fig. 6a that the change of the orographic field is nowhere
more than 3-4 m.

One experiment has been run in which 8 had a smaller value, just sufficient to
ensure convergence and it was found that the resulting -fields differed in-
significantly from the earlier ones.
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NOTES AND CORRESPONDENCE

A NOTE ON MINIMUM TEMPERATURE AND THE
CLIMATOLOGICAL DAY AT FIRST ORDER STATIONS

A. Bootsma

P.E.1. Department of Agriculture and Forestry
Charlottetown, P.E 1.

[Manuscript received 9 December 1975; in revised form 6 February 1976]

The measurement of daily minimum air temperature is an important aspect of
weather monitoring in Canada. Long term records of minimum temperature
often form an integral part of regional climatic classification for agriculture,
forestry and tourism among others.

First order or principal weather stations operated by the Atmospheric
Environment Service in Canada presently follow World Meteorological Organ-
ization guidelines with respect to minimum temperature by adhering to a
climatological day which ends at 0600 GMT, corresponding to 0200 AST in the
Maritimes (Canada, Atmospheric Environment Service, 1970). Meanwhile,
ordinary climatological stations with two readings daily follow a climatological

| (a) Principal Stations
I~ 1
! (b) Ordinary Stations J|
AST 1200 1700 2400 0200 1200 1700 2400 0200
: + - F 1 ———t
GMT 1600 2100 0400 0600 1600 2100 0400 0600
PREVIOUS DAY PRESENT DAY
TIME — HOURS

Fig. | Climatological day for minimum temperature in effect at (a) Principal stations
(from 0600 GMT or 0200 AST of present day); (b) Ordinary climatological
stations (from 1700 LST of previous day).

day which begins approximately 1700 LST on the previous day and ends on
1700 Lst of the present day (Canada, Meteorological Branch, 1965). The
difference between these two climatological days is depicted more clearly in
Fig. 1. We have found that significantly different daily minimum temperatures
are frequently recorded as a result of these two practices.

Burrows (1964) suggested that differences in minimum temperature due to
the variation in climatological day are infrequent and only occur if the minimum
temperature falls between the late afternoon observation at ordinary stations
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20 ~
10F -1
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or higher

TEMPERATURE DIFFERENCE °C

Fig. 2 Frequency distribution of minimum temperature differences arising from dif-
ferent climatological days at ordinary and first order stations,

and the following 0600 GMT observation, although no data were presented to
support this. Our experiences indicate that serious and frequent differences
occur when a moderately warm night is followed by a night with relatively cooler
temperatures even though the minimum occurs after the 0600 GMT (0200 AST)
observation. Under these circumstances the temperature prior to 0600 GMT on
the cool night may be considerably lower than the minimum on the previous
night. As a result, the temperatures that are entered on the climatological sum-
mary for two consecutive days actually occur on the coldest of the two nights
and only several hours apart. Consequently a climatological day ending 0600
GMT underestimates the actual mean minimum temperature for the month.
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TasrLE 1. Estimated error in monthly mean minimum temperature
(°C) at first order stations (1972-1974 average).

June July August September

Charlottetown, P.E.I. 0.9 1.2 1.4 1.5
Truro, N.S. 0.8 0.7 1.2 1.7

Hourly and synoptic records at Truro, Nova Scotia, and Charlottetown,
P.E.I for the months of June through September, 1972 to 1974, were examined
to determine the frequency and size of the errors involved. Minimum tempera-
tures determined for a climatological day ending at the 1800 GMT synoptic hour
were compared with the minimum temperatures entered on the climatological
summary for these first order stations. The 1800 GMT synoptic hour was selected
because it occurs the closest to the climatological day in effect at ordinary
stations in the Maritimes.

Fig. 2 demonstrates the size of the differences involved and the frequency
with which they occur. Although the differences were less than 1°C in 71% of
the 732 cases examined, 63 cases had differences of 5°C or more. Table 1
demonstrates that the climatological day in effect at first order stations under-
estimates the monthly mean minimum temperature by as much as 1.7°C. The
differences appear to be largest during the cooling-off portion of the growing
season. The temperature differences represented an average of 66 units in the
accumulated growing degree-days (above 5°C) from June 1 to September 30,
or about 5% of the seasonal degree-day summations.

These results suggest that a more complete documentation of differences in
minimum temperature arising from different climatological days is needed for
all first order stations in Canada and all seasons of the year. Meanwhile, some
caution should be used when interpreting minimum temperatures and derived
parameters from first order stations. A more suitable practice of ending the
climatological day for minimum temperature at the synoptic hour which cor-
responds most closely to the climatological day at ordinary stations is suggested
since the air temperature is not likely to be near its lowest value for the day at
that time. In the Maritimes this would correspond to the 1800 GMT (1400 LST)
synoptic hour but may be different for other time zones in Canada.
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THE ROUND LAKE

Henry W. Brandli* and John W. Orndorff2

Detachment 11, 2 Weather Squadron, Air Weather Service,
Patrick Air Force Base, Florida

[Manuscript received {7 February 1976]

| (¥ 'ﬂi
'FROZEN |, LAKE MANIOOUAGAN § i .
At

Fig. 1 Lake Manicouagan. Defense Meteorological Satellite Program {(oMsp) (0.62 km)
resolution, February 1975.

On the above picture (Fig. 1), north of the St. Lawrence Estuary, you will
see a white ring. This visual picture is a Defense Meteorological Satellite
Program (pMs?P), 0.62 km resolution, product taken during February 1975.

1Lt Colonel, USAF.
2Major, USAF,
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Fig. 2 Lake Manicouagan. Joint Operations Graphic (Air) Map, 1971.

The white ring is frozen Lake Manicouagan, Province of Quebec, Canada,
surrounding an extremely large island. This island has two mountain tops
in excess of 910 m. Note the various rivers flowing into the lake., The second
picture (Fig. 2) is a Joint Operations Graphic {Air) map, printed during 1971.
Lake Manicouagan is located approximately 51°15'N 68°45'W and is roughly
108 km in diameter. This lake has been an important landmark in gridding
meteorological satellite images with regard to the accurate placing of latitude
and longitude lines on the imagery.
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