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ABSTRACT

The numerical simulations of Baum-
hefner (1971, 1972) and Miyakoda
and Umscheid (1973) have shown
that a “wall” placed at or near the
equator has a serious effect on North-
ern Hemisphere forecasts after 10—14
days.

In practice, however, numerical
models have available some informa-
tion from the Southern Hemisphere.
The question is posed, “How much
information from the Southern Hemi-

sphere is necessary to yield a fore-
cast for the Northern Hemisphere
which is more accurate than that ob-
tained by integrating over the North-
ern Hemisphere alone?”

A simple numerical experiment
demonstrates that a global model in
which only the largest scales of the
Southern Hemisphere are known at
initial time yields a more accurate
forecast for the Northern Hemisphere
than a hemispheric model.

1 Introduction

In recent years there has been considerable interest in the effects of equatorial
“walls” on atmospheric numerical prediction models. This interest has been
generated by the fact that forecast models, as opposed to general circulation
models, have generally been run over a limited spatial domain with boundaries
at or near the equator. For Northern Hemisphere forecasting, at least, the use
of a restricted domain has been largely necessitated by the lack of data in the
Southern Hemisphere.

The imposition of an artificial boundary at or near the equator has two
effects. Small distortions in the solution near the boundary propagate away
from the boundary, growing in amplitude, until the solution in the interior
of the domain is seriously affected. In experiments performed with a general
circulation model, Baumhefner (1971, 1972) concluded that Northern Hemi-
sphere mid-latitude prediction was not seriously affected until 12-14 days by
a wall placed at or South of the Equator. Miyakoda and Umscheid (1973)
using a different general circulation model concluded that the errors generated
by a wall at the equator would be appreciable at 8 days and serious at 12 days.
This compares with the ultimate limit of predictability of about 3 weeks
(Smagorinsky 1969). An equatorial boundary, however, also prevents the
large errors, which are present at initial time in the Southern Hemisphere, from
propagating into the data-rich Northern Hemisphere. If we possessed abso-
lutely no information about the Southern Hemisphere then the imposition of
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a wall at the equator would probably be the logical course to follow. However,
in the Southern Hemisphere, we do possess, at the very least, climatological
information and we can expect to get more and more satellite information in
the future. The question might be asked, “How much information from the
Southern Hemisphere is necessary to yield a forecast for the Northern Hemi-
sphere which is more accurate than that obtained by integrating over the North-
ern Hemisphere alone?”

To attempt to shed some light on this question we have performed the follow-
ing experiment. Firstly, a control run was established by running a high resolu-
tion model from real global data for 12 days. Next the model was run over
the Northern Hemisphere alone by the imposition of a “wall” at the equator.
To simulate the propagation of error from the Southern Hemisphere we have
created several global initial fields which are virtually identical to the control
in the Northern Hemisphere but have varying degrees of error in the Southern
Hemisphere. The global model was then run from those global fields and the
effect on the Northern Hemisphere was compared with the global control run
and the equatorial “wall” run. The creation of Southern Hemisphere data which
contains error is clearly not an objective process and the technique and rationale
will be explained in some detail in the next section.

It should be emphasized here that the present experiments are sensitivity
experiments; there is no comparison with the real atmosphere. The skill of
even the best current (1974) numerical weather prediction model is minimal
beyond 4 days. Since the equatorial “wall” effect does not seem to be important
for forecasts shorter than one week, the results of this experiment will only be
significant in the future when other sources of forecast error have been con-
siderably reduced.

2 Model Description

In one very important aspect this experiment is less realistic than those of
Baumhefner (1971, 1972) or Miyakoda and Umscheid (1973). We have
used for the experiment a high-resolution, global, free-surface, primitive-
equations model. Baumhefner (1972) concluded that the principal effect of
placing a wall at the equator was to force the upward branch of the Hadley cell
to move North. The position of the downward branch remained largely un-
changed and boundary error propagated rather slowly into Northern mid-
latitudes. Simulation of the Hadley cell requires a three-dimensional model
with forcing terms. The present experiment will not simulate this phenomenon
and we would expect the absolute error growth rates to differ from both the
atmosphere and previous experiments. However, since our aim is to establish
relative error growth rates between different model configurations or initial
states the simplicity of our model may not be such a serious drawback.

The particular model used is the spectral model of Bourke (1972). We have
used very high resolution (J = 40 in Bourke’s notation). The model was run
with long-wave stabilization by using a mean height for the free surface of
1.5 km.
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TABLE 1. Global rMs height difference between two runs, one with
raw initial data and one with dynamically balanced initial data.

Time
(days) 0 2 4 6 8 10 12

RMS

Height
Difference 21.2 14.1 13.0 15.1 14.8 17.6 20.1
(meters)

The initial conditions for previous experiments were the observed mass fields
and geostrophically derived wind fields (Baumhefner, 1971, 1972) or simu-
lated mass and wind fields obtained from a long integration of a general cir-
culation model (Miyakoda and Umscheid, 1973). We have used real geo-
potential and real wind data for 450 mb for November 1969, objectively
analyzed by the method of Robert (1974), as the input to our model. The
analyses from Robert’s scheme are in the form of Spherical Harmonic coeffi-
cients of vorticity, divergence and geopotential analysed to a resolution of
J=25.

This method, however, does not produce perfectly balanced winds and geo-
potentials and there is considerable high-frequency gravity-wave activity during
the subsequent integration of the model. Consequently, initial fields were
dynamically balanced by running the model backwards and forwards once
for 12 hours with a heavy time-filter on the divergence and geopotential fields.
After obtaining the new initial state the time-filter was turned off and the model
was integrated with no dissipation of any kind.

The dynamic balancing of the initial state removed the high frequency com-
ponents of the numerical solutions as could be verified by examination of the
time evolution of grid-point values of the solution. At the same time, the Rossby
wave part of the solution was not affected as can be seen in Table 1. In this
Table are plotted the global RMs height differences between two global time
integrations performed with raw initial data and with dynamically-balanced
initial data out to 12 days.

The difference growth-rates are extremely small, much less than given by
the results of predictability experiments.

The initial dynamically-balanced geopotential field is shown in Fig. 1. The
high resolution global control run is a 12-day integration from this initial state.

3 The Equator “wall’ Run
The simulation of a “wall” at the equator is easily performed with this model
by making the initial geopotential and divergence fields symmetric with respect
to the equator and the vorticity field anti-symmetric. This condition implies that
the meridional wind and the meridional derivatives of the zonal wind and geo-
potential are zero at the equator throughout the integration.

The initial state for the “wall” run is virtually the same as the initial state for
the Northern Hemisphere of the global control run shown in Fig. 1. As the
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Fig. 1 [Initial global 450 mb height field (metres) for control run (after dynamic
balancing).

hemispheric integration proceeds, however, the solution departs more and more
from the global control solution. In Fig. 2a are plotted the zonally averaged
RMS height differences for the Northern Hemisphere between the hemispheric
and control runs. The differences at 2, 8 and 12 days are plotted and as ex-
pected the errors grow most rapidly around 50°N, near the jet stream. In Fig. 3,
curve (a), is plotted the RMs height difference between 30°N and 90°N for
the control and equator “wall” cases. If we assume that the level of no skill
is 115 metres, then the hemispheric model still possesses some skill at 12
days. This error growth is lower than that determined by either Baumhefner
(1971) or Miyakoda and Umscheid (1973) and is probably due to the use
of a one-level model.

4 Error Propagation from the Southern Hemisphere

As stated previously we also attempted to simulate the effect of error propaga-
tion from the Southern Hemisphere into the Northern Hemisphere. We wished
to create a Southern Hemisphere initial state which would simulate the sam-
pling of the true Southern Hemisphere initial state by a very crude observation
network. A simple way to do this was by spectral truncation of the initial South-
ern Hemisphere fields.

As previously mentioned wind and geopotential data were analysed in the
form of Spherical Harmonic coefficients up to J = 25, which gives (J + 1)% =
676 real degrees of freedom per hemisphere for each field. (Note that the model
was run at still higher resolution).

For the purpose of the crude observation-network simulation, the Southern
Hemisphere initial wind field and geopotentials were truncated at two different
resolutions, J = 5 and J = 10. In the first case, J = 5 there are 36 initial degrees
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Fig. 2 Root mean square height differences between the control run and two other simulations for the Northern Hemisphere as a function
of latitude and time. (Left) is the case with a wall at the equator. (Right) is the case in which the Southern Hemisphere fields are initially
analysed only to J = 5.
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Fig. 3 Root mean square height differences between the control run and three other
simulations for the Northern Hemisphere (30°N-90°N) as a function of time.
(A) equator “wall”, (B) Southern Hemisphere initially analysed to J = 5, (C)
same as (B) except J = 10.

of freedom in the Southern Hemisphere and in the second case 121. The initial
height field for the case J = 5 is shown in Fig. 4. Waves with an east-west or
north-south wavenumber greater than 5 do not appear in the Southern Hemi-
sphere, though the Northern Hemisphere is virtually unchanged from Fig. 1.
This type of approximation to the true Southern Hemisphere initial fields could
be obtained by a sparse but approximately equally-spaced observation network
as might be provided by satellites. There is no short-wave information, but the
long-waves are fairly well defined.

This type of simulation of a sparse observation network is not completely
realistic because there is no observational error and because the truncation
procedure used does not allow the shorter waves to be aliased into the long
waves.

In Fig. 2b are plotted the zonally averaged RMS height differences for the
Northern Hemisphere between the control run and the case J = 5 initially in
the Southern Hemisphere. The results are plotted for 2 days, 8 days and 12 days
and are similar to Fig. 2a but with lower error growth rates.

In Fig. 3, curves (b) and (c) are the RMS height differences between 30°N
and 90°N for the case J = 5 and J = 10 Southern Hemisphere initial fields,
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Fig. 4 Initial global 450 mb height field (metres) for case in which the Southern
Hemisphere is initially analysed to J = 5.

respectively. In both cases the error growth rate is lower than for the equatorial
“wall” case.

If “wall” error were the only source of error in numerical models, then
knowledge of the largest scales in the other hemisphere would extend the range
of forecasts by about 2 days (J = 5) and 3 days (J = 10). However, this gain
will be unrealizable in numerical models until the other sources of error are
substantially reduced.

It might be noted that the fractional reduction of “wall” error by knowledge
of the largest scales of the other hemisphere is greatest for short-range forecasts
and decreases with increasing forecast time. This is consistent with a propaga-
tion of error from the smallest scales to the whole spectrum.

5 Conclusions
Given the deficiencies of a barotropic model, it is unfortunately not possible to
draw strong conclusions from this experiment. However, the results indicate
that even a very low resolution observation network in the Southern Hemi-
sphere can provide information which is useful for forecasting in the Northern
Hemisphere and which may be crucial for longer range forecasting (beyond
one week). The experiment also indicates that if errors in the Southern Hemi-
sphere initial state are confined to the smaller scales, then these errors do not
propagate rapidly across the equator. For short period forecasting (2 days) it
appears that the error due to the imposition of a “wall” at the equator can be
largely removed by a knowledge of the largest scales of the other hemisphere.
A more complete answer to some of the questions raised here could be pro-
vided by a full general circulation model used in a series of experiments
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Changes in the Canadian Definitions
of Break-up and Freeze-up
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ABSTRACT

Canadian definitions of break-up and
freeze-up are shown to have changed
substantially on several occasions
since 1957. This paper demonstrates

break-up and freeze-up. In part, these
changes have been occasioned by his-
torical concerns, so that scrupulous
attention to definition is necessary if

the Canadian record is to be used for
scientific purposes.

that because of these changes, great
care must be exercised in the tabula-
tion and interpretation of dates of

1 Introduction

The processes of break-up and freeze-up have a serious impact upon the
rhythm of life in Canada and, within the past two decades, there have been
vigorous efforts to record and publish their dates of occurrence. In 1970, when
all available Canadian dates of break-up and freeze-up were transferred to
punched cards, dates were available from 472 locations on water bodies
throughout Canada (Allen and Cudbird, 1971). Admittedly, the majority of
these yielded short records, but a substantial number spanned several decades.
Up to and including the 1969-70 ice season, 54 per cent of the records were
of 10 years or less duration, but 87 records of break-up or freeze-up exceeded
20 years, 18 exceeded 50 years and 2 exceeded 100 years duration. The
published dates, however, are extremely variable in quality and this is a problem
which should be thoroughly appreciated by all users of these records. Although
a multitude of factors can influence the homogeneity of records of this nature
(Singh, 1973), a major part of the problem lies in the difficulty of defining
precise events in the physically complex process of freezing and breaking.

2 Freezing and Breaking

The process of freezing is initiated by the first formation of ice and is com-
pleted when the ice cover achieves its maximum extent and thickness. Likewise,
breaking begins with the first movement, mechanical fracturing or melting
of ice and terminates when the water surface becomes ice free or when it
achieves minimum ice coverage. In Canada the mean durations of the break-up
and freeze-up processes on approximately 60 rivers is 10.0 days and 18.7
days respectively (Allen, 1964). The mean maximum durations of break-up
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and freeze-up of these rivers are 19.5 and 36.7 days respectively. These ranges
indicate a very considerable latitude for discrepancy among dates observed
using different criteria. The dating procedure envisages breaking and freezing
as occurring at moments in time whereas in fact they are quite lengthy intervals
which, although continuous and accumulative, can be temporarily halted or
reversed.

3 Definitions

Inevitably the definition of these moments in time is an arbitrary procedure
and, for this reason, no universally satisfactory definitions of break-up and
freeze-up have been formulated. Indeed, this problem of definition has not
been resolved on a national scale within Canada, notwithstanding considerable
effort on the part of the Meteorological Service in a sequence of four publica-
tions on break-up and freeze-up issued between 1957 and 1971.

Since 1950 (Canada, Meteorological Division, 1950), the Meteorological
Service has been active in standardizing and improving the quality of break-up
and freeze-up observations throughout Canada. Although laudable, these en-
deavours to improve the observational network have led to substantial and
frequent changes in the criteria used to define break-up and freeze-up. Since
some of these changes identify significantly different moments in the prolonged
processes of freezing and breaking, many of the published dates in the Canadian
record are for this reason lacking in homogeneity or comparability. Fig. 1
summarizes the essence of these changes. The following elaboration of defini-
tions, however, is essential to convey in specific terms the nature and impact
of these changes.

In the first publication (Burbidge and Lauder, 1957) break-up was “... con-
sidered to be the date when the ice moves in a river or clears from the shores
of a lake.” Freeze-up was defined as “... the date when ice forms and begins
to grow, but may sometimes be listed as the time when skim ice or slush ice
first forms. In the opposite extreme, some observers do not believe that the
‘freeze-up’ is official until the ice is thick enough to walk on with safety.” Thus,
in the 1957 publication there were three definitions of freeze-up and one of
break-up. There was no tabulation of dates but average dates of freeze-up
and break-up were presented on maps.

The second publication (Canada, Meteorological Branch, 1959) afforded
the first official tabulation of dates of freeze-up and break-up in Canada,
publishing observations from 217 stations. It recognized two dates of break-up
and two dates of freeze-up. In the tabulations of dates of break-up, “... two
dates are normally given. The first date refers to the first appearance of breaks
or movement of ice and the second to the complete clearing of ice from the
water.” Likewise, in the list of dates of freeze up, ... two dates are normally
given. The first refers to the first appearance of ice in the fall, and the second
indicates the dates of complete ice coverage.” In this publication no attempt
was made to reconcile the definitions presented with those published in 1957,
but the relationships between the two are illustrated in Fig. 1.
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Fig. 1 Definitions of break-up and freeze-up in publications of the Meteorological
Service. Arrows link definitions which are similar in class, although not necessarily
identical in all their characteristics. New or changed definitions are enclosed in
rectangles. When these changes relate to an earlier instruction to observers, the
reference to the circular containing that instruction is in parenthesis. H indicates
those new or changed definitions which apparently accommodate early, un-
standardized observational criteria.

In the third publication (Allen, 1964), which contained both tables and
maps, and presented dates from 328 water bodies, the definitions of freeze-up
and break-up presented in 1959 were elaborated. Break-up was defined as:

“... commencing when the ice in a river or lake begins to move, break, or
deteriorate; and ending when the water is completely free of all ice. The first
date (1) given in the table, therefore, marks the beginning of the process.
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In the case of rivers, it is usually evidenced by a definite breaking or move-
ment of the ice brought about by weakening of the ice due to initial melting,
currents, and a rise in water level due to runoff. ... The second date (2) under
‘Break-Up’ is the date on which the body of water is first observed to be
entirely clear of ice and remains clear thereafter.”

The 1964 definition of break-up (1) differs from that of 1959 only insofar
as deterioration, as well as breaking and movement, is used as a criterion in
establishing this date. Therefore, the direct manifestations of thermal as well
as mechanical processes are considered to initiate break-up. A much more
significant change occurred in the definition of the second date of break-up
in the 1964 publication. Where previously break-up (2) was simply the first
complete clearing of ice from the water surface, in 1964 it was stipulated that
break-up (2) is the date when the water first becomes clear of ice and remains
clear thereafter (Fig. 1).
In the same publication freeze-up was:

“... thought of as a process extending over a period of days or weeks. It
commences with the appearance of ice crystals on the water surface, and
ends when the body of water is completely frozen over. ... The first date
(1) given under ‘Freeze-Up’ is the date on which ice was first observed on
the water surface, and remained thereafter. ... The second date (2) given
under ‘Freeze-Up’ is the date of freeze-over, i.e. the date on which the water
was first observed to be completely frozen over.”

These definitions of freeze-up differ in only one respect from those of the 1959
publication. Freeze-up (1) is further qualified as the date when ice first develops
and remains thereafter. Since this criterion of permanence is only applied to
freeze-up (1), it is conceivable that in a particular year freeze-up (1) may
be recorded on a later date than freeze-up (2), although this does not appear
to be the intent of the classification. This inconsistency does not arise in the
case of the 1964 break-up dates because the criterion of permanency is applied
to break-up (2).

The final publication (Allen and Cudbird, 1971) substantially modified
the definition of break-up and freeze-up, and listed new criteria by which break-
ing and freezing were dated and tabulated. The previous definition of freeze-up
(1) was essentially unchanged and given as the date “... on which new ice
first formed on the water surface and did not melt completely again until its
final deterioration during break-up of the following year.” The term freeze-up
(1) was abandoned in favour of “first permanent ice.” Likewise, freeze-up (2)
was renamed “complete freeze-over,” although the definition as “... the earliest
date on which the water body was reported to be completely covered by ice ...”
was essentially the same. Thus, the possible reversibility in the chronological
occurrence of the two freeze-up dates was not eliminated in 1971.

Break-up (1) was renamed “first deterioration of ice” and was redefined as:
“... the earliest date during the final thawing period of the winter season

136 A.J. W. Catchpole and D. W. Moodie



(if more than one occurred), on which there were definite indications that
the ice was beginning to melt. This date marks the beginning of the break-up
process, which may be manifested by a definite movement of the ice or the
formation of cracks, leads or open water areas in the ice, all the result of
weakening of the ice due to melting. On most lakes, where there is very
little current to move the ice, initial evidence of melting may be the formation
of pools of melt water on the ice surface.”

This definition of the first break-up date is significantly different from that in
1964 since the event to be recorded is the first stage in the final break-up of
the season. Break-up (2) was renamed “water clear of ice” and given a similar
definition to that previously operative as “... the earliest date on which the
water was reported to be completely free of all floating ice, and remained so
until the following freeze-up.”

In addition to these changes, dates relating to trafficability were also tabu-
lated. As is shown in Fig. 1, this generated categories of dates entitled “ice safe
for traffic” in the freeze-up period, and “ice-unsafe for traffic” in the break-up
period. Two other categories entitled “other date regarding freeze-up” and
“other date regarding break-up” were included to accommodate dates of water
navigability and dates of freeze-up and break-up described in vague terms
which militated against their incorporation into the main break-up and freeze-up
categories defined above.

4 Discussion

A scrutiny of these changes in definition indicates that they reflect a desire to
reconcile two general groups of influences which can be characterized as his-
torical and scientific respectively.

Prior to the 1950’s there were no official efforts to standardize observations
of break-up and freeze-up and these operations were conducted by a miscellany
of private and public organizations. Consequently, a wide variety of definitions
of break-up and freeze-up were operative at many of the early observation
sites. It is clear that if the 1959 publication of dates had been restricted to a
tabulation of dates which conformed to particular definitions, many of the
interesting old records would have been ignored. For example, in the first
tabulation of dates (Canada, Meteorological Branch, 1959) only 34 per cent
of 217 stations observed break-up, and only 52 per cent of 195 stations ob-
served freeze-up, strictly according to the official definitions in this publication.
The earliest published definitions (Fig. 1) appear to have been strongly in-
fluenced by historical considerations of this nature. Subsequent changes of
definitions reflect a desire to adapt these to scientific needs.

Purely scientific considerations appear to account for the following general
changes in observational criteria in the period 1950-71: (1) dates should
mainly refer to the final thaw period, and to the final freeze period; (2) dates
should refer to the beginnings and ends of these periods, and (3) there should
be observation of dates when ice commences and ceases to be trafficable.
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Between 1957 and 1971 the published definitions were modified in a piecemeal
manner to accommodate these criteria.

The modifications were generally preceded by earlier changes in instructions
to observers contained in official circulars. In Fig. 1 changed or new definitions
are enclosed in rectangles and, when these changes can be related to an earlier
circular, this is identified in parentheses, These modifications are still in progress
as witnessed by the fact that the current forms for reporting dates of break-up
(Canada, Atmospheric Environment Service, 1972) and freeze-up (Canada,
Atmospheric Environment Service, 1973) accommodate information on the
trafficability of ice with respect to specified weights of vehicle. This innovation,
which first appeared in 1969, has not yet been adopted as a new definition

in the published dates.
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ABSTRACT

Discriminant analysis is employed
with kite sounding data from Drexel,
Nebraska in an attempt to clarify the
interaction between the wind shear and
temperature inversions in the plane-
tary boundary layer. The mean height
of the inversion layer and a measure

of the vertical wind shear either above
or below the wind maximum combine
in a statistically significant function to
discriminate between cases when the
level of the wind maximum is coinci-
dent either with the top or with the
base of the inversion near sunrise.

1 Introduction

Nocturnal temperature inversions play a prominent role in the development
of the Great Plains low-level jet. Indeed, the widely-accepted explanation for
the vertical profile of the horizontal wind (Blackadar, 1957) not only requires
the prior formation of an inversion but further specifies that the wind maximum
will lie immediately above the inversion top. In support of his thesis, Blackadar
draws upon low-level wind and temperature data taken at Drexel, Nebraska
between 1916 and 1918. The influence exerted by his interpretation of the
Drexel observations suggests that a reexamination of the data is warranted,
possibly yielding even more interesting relationships.

2 Data Source

From the latter part of 1915 through 1918 the atmosphere above Drexel,
Nebraska was observed through the use of kites. Nominally, flights were made
each day near sunrise; from beginning to end a flight reaching several thousand
meters altitude would last three or four hours. For various reasons this was not
always achieved. In some instances later flights were substituted; on other
occasions one flight followed on the heels of another for a period of 36 hours
or so. As a result the observations of the lowest few thousand meters are
scattered throughout the day. Temperature, pressure, horizontal wind speed
and direction as well as ambient vapor pressure were recorded with the time
for every 250 m and selected crucial heights. During the flight, surface condi-
tions were recorded every 15-30 minutes. The original data are compiled in
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TaBLE 1. Occurrence of simultaneous low-level wind maxima and
temperature inversions for Drexel, Nebraska (and, in parentheses,
the percentage based on the occurrence of wind maxima)

July August September Total
1916 27 (42) 52 (70) 47 (56) 126 (57)
1917 38 (58) 34 (63) 58 (74) 129 (66)
1918 30 (45) 42 (57) 35 (53) 107 (52)
total 95 (48) 128 (63) 139 (61) 362 (58)
soundings 228 250 273 741

TABLE 2. Percentage of wind maxima with inversions,
cumulative by criterion, for each of four times of day.

Criterion midnight 6 a.m, noon 6 p.m.
0 100 100 100 100
1 52 46 19 20
2 41 26 7 10
3 31 14 3 4

Monthly Weather Review Supplements nos. 5, 7, 8, 10-15 and summarized in
no. 20.

3 Data Selection
Since nocturnal wind maxima are most common over the Great Plains during
the summer (Bonner, 1968), the months July, August and September have
been selected for study. Table 1 reveals that the occurrences of low-level wind
maxima and temperature inversions within the same 250 m height interval
are rather evenly divided between the chosen months.

The observed wind maxima were classified according to criteria (slightly
modified) established by Bonner (1968):

0: wind maximum in the first 2000 m above ground

1: wind atlevel of maximum at least 12 m s—!, decreasing by 6 m s—* before
the next minimum or below 3400 m

2: wind at least 16 m s—!; decreasing 8 m s—! etc.

3: wind at least 20 m s—!; decreasing 10 m s~ etc.

The individual wind maximum observations were placed into four time
intervals consisting of the three hours either side of midnight, 6 a.m., noon and
6 p.m. The usual observational procedure was to make soundings at sunrise
and occasionally conduct sequential launchings around the clock for 1-112
days; consequently, most of the observations fall into the 6 a.m. time period.

Consistent with theory, the greatest relative frequency occurs around mid-
night, with the hours immediately following showing a strong residual intensity.
Since the occurrence of criterion 1, 2, and 3 maxima in the 6 a.m. interval is
similar to that at midnight, and especially in view of the much larger sample
for this interval, the subsequent discussion is confined to this group.
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Eliminating a few instances of multiple wind maxima and choosing the
observation closest to 6 a.m. (in the event the same maximum was present on
a succeeding sounding), the height of the wind maximum is found to coincide
exactly with the level of the inversion top in 99 cases; further, the wind maxi-
mum coincides with the inversion base on 22 occasions. The latter phenomenon
does not appear to have been mentioned previously. In the following the former
phenomenon will be denoted as “+-17; the latter as “~1".

4 Application of Discriminant Analysis

In the absence of a specific physical theory underlying the occurrence of both
phenomena “+1” and “—17, it is of interest to begin sorting out the factors
which characterize the two; in this respect, the technique of discriminant
analysis first employed by Fisher (1936) — and elaborated on by many others —
is most suitable. Choosing two characteristics which may be of importance to
the phenomena in somewhat different respects, a linear function Z of the ob-
servations is sought which significantly discriminates between the two pheno-
mena “+1” and “—1":

Z = bix; + baxy or Z = b1x; + baxz

where x,, x, and x; are the observed characteristics.
Two possible forms were considered:

a x; = mean height of inversion layer
= % (h; + hy) where h; is height of inversion top
h; is height of inversion base
X =V, —V, whereV,, is wind at maximum
V, is surface wind
b x; = mean height of inversion layer
x3 = Criterion (0, 1, 2, or 3)

According to Tintner (1952), with the assumption that the x’s are normally
distributed within each group (“+1” and “—1) an F statistic may be formed
to test the hypothesis that R = 0, where

R, = (mn/(m+n)) (byd, + bod,) or (mn/(m + n)) (byd; + bads)

is a kind of multiple correlation coefficient; m and n are the numbers of indi-
viduals in each group, and the d’s are the differences in the means of the x’s
between groups. Thus, we wish to test the hypothesis that there is no ability to
distinguish the two groups wtih the discriminant function obtained, using

_m+n—p—1 R?
F= p {1——R2}

where p is the number of characteristics (two).

5 Results
a Group “+1” is characterized by a low mean inversion height (~240 m) and
Vm — Ve~ 11 m/sec; “—1” has a high mean inversion height (~540 m) and
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somewhat lower wind shear (~9.5 m s—!). The critical F for 2 and 119 degrees
of freedom at the 0.995 level is 5.5; the computed F = 52. Therefore the hypoth-
esis that there is no ability of the characteristics to distinguish the two groups
is rejected with a probability 0.005 of error.
Inserting the means of the characteristics, the individual discriminant func-

tions are

x; = 688 + 2.46x, for “+1”

x, = 910 + 2.26x, for “—1”

Since the two groups are of different size, the group means cannot be used to
obtain a single discriminant function; inserting the arithmetic means instead
yields

x; =759 + 2.36x,

b Group “+1” again has a lower mean inversion height, but also a lower mean
value of the criterion (0.86 vs. 1.14 for group “—1”). The computed F = 70,
and thus the null hypothesis is once more rejected in favor of the alternative
hypothesis; i.e., a statistically significant discriminant function has been deter-
mined. The individual functions are

X, = 658 — 26.6x; for “+1”
X; = 943 — 26.6x; for “—1”

and using the arithmetic means of the characteristics
x; = 996 — 26.6x;

6 Conclusions

The coincidence of a low-level wind maximum with the top of a temperature
inversion may be distinguished from coincidence with the base of the inversion
by means of a linear function of the mean height of the inversion and the vertical
shear of the horizontal wind either above or below the maximum.

A slight improvement of the above study might be obtained by restructuring
the Criterion 0 somewhat. Also Johnson (1950) has illustrated a technique for
maximizing the information from scores (such as the Criterion classification)
in discriminant analysis. In fact Suzuki (1964, 1966, 1969) has apparently
independently devised methods along the same lines and applied them to
meteorological problems. Certainly this approach should be implemented in
the second case here.

Furthermore, the relation of the wind maximum height to the inversion
characteristics could be investigated more closely in several respects. By and
large, the data is tabulated at 250 m intervals; as a result, the wind speed maxi-
mum may appear to occur at the base or the top of an inversion — or in between
in the case of a deep inversion. Additionally, occasional soundings include data
for intermediate levels. Together, these would allow for a distribution of wind
maximum height between the inversion base and top, rather than a dichotomous
separation; the data selected however included few maxima between the base
and top.
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Finally, it is perhaps of importance that the mean height of the inversion is
greater for the “—1” phenomenon than for the “41” case. However, a physical
theory which not only explains the “—1” phenomenon but encompasses this
observed difference is not presently available.
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ABSTRACT

An acoustic echo sounder situated in
downtown Toronto has been used to
detect convective plumes in the plan-
etary boundary layer and to measure,
by means of the Doppler effect, the
vertical air motions associated with
them. The plumes observed were the
order of 390 m in horizontal extent,
were detectable to a height of about

peak upward velocities in excess of
1 m s—!. The sounder measurements
are shown to be consistent with sur-
face meteorological parameters, and
suggest that free convection over an
urban area of considerable surface
roughness and non-uniformity is not
greatly different from that over uni-
form land surfaces or water.

400 m, and were characterized by

1 Introduction
The operation of the acoustic echo sounder (also known as sodar, acdar, and
acoustic radar) depends on the scattering of acoustic energy from fluctuations
of temperature and wind speed in the atmosphere. The nature of this scattering
has been described by Tatarski (1961) and Monin (1962), and observed in
the atmosphere by Kallistratova (1961) and in the laboratory by Baerg and
Schwarz (1966). It is sufficient to note that the intensity of sound backscattered
from clear air is dependent only on the fluctuations of air temperature in the
volume insonified, and not on the fluctuations of air velocity. The sound inter-
acts constructively only with a scale of turbulence equal to one half of the
wavelength of the incident sound.

If the turbulence in the scattering volume has a mean velocity radial with
respect to the antenna, the frequency of sound scattered will differ from that
transmitted by an amount given to first order in |v|/c by

af = —2wf/c

where 4f is the difference between the transmitted frequency f and the mean
received frequency (f + 4f), w is the mean radial velocity of turbulent structure
in the scattering volume, v is the air velocity vector and c is the speed of sound.
Various second order corrections to this simple Doppler formula, resulting
from wind and temperature variations with height, are discussed by Georges
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TaBiLe 1. Operating Parameters of the Acoustic Echo Sounder

Peak Power 40 W (electrical)
Pulse Width 150 ms
Pulse Repetition Period 4s
Carrier Frequency 2000 Hz
Antenna Area 1.45 m?
Beam Direction Zenithal
Receiver Bandwidth 100 Hz
Number of Periods Timed in a

Frequency Measurement 100
Duration of Frequency Measurement ~ 50 ms

and Clifford (1972). However, since wind speeds encountered in the lowest
500 m of the atmosphere are generally less than 0.05 ¢, first order theory is
quite adequate.

Published work by several research groups has demonstrated the value of
the backscattered sound amplitude in delineating atmospheric structures, and
in complementing observations made with conventional meteorological instru-
ments (Cronenwett et al., 1972; Emmanuel et al., 1972; McAllister et al.,
1969). Some observations have been published relating Doppler-derived winds
and acoustic backscattering structures (Beran et al., 1971; Mahoney et al.,
1973), but the major effort in acoustic Doppler work has been directed towards
developing an operational wind and wind shear sensing system (Beran, 1974)
where little attention is paid to the structures causing the scattering. The turbu-
lence merely acts as a tracer of atmospheric motion.

2 Equipment

The acoustic echo sounder used for these observations is described in detail by
Bennett (1975), while its immediate predecessor is discussed by List et al.
(1972). Operating parameters are variable, but those used in this work are
listed in Table 1. The system is monostatic and the antenna is vertically directed,
so that the received sound is scattered by temperature fluctuations alone and
any Doppler shift in frequency is a result of vertical air motion. The amplitude
of the received signal was recorded as an intensity-modulated trace on a facsi-
mile recorder as a function of the height of the scattering volume and time. The
gain of the preceding amplifier was adjusted so that at the height at which echo
frequency was being measured, an echo with a signal-to-noise ratio of 10 just
exceeded the threshold sensitivity of the recording paper.

Echo frequency was measured at a fixed delay after transmission of the
acoustic tone burst using a digital frequency counter. The counter was operated
in the period measurement mode to time the duration of a specified number of
positive zero crossings of the input waveform. Because the input signal was
strongly filtered by several bandfilters in the receiver electronics, high frequency
noise did not cause significant triggering errors. However, the scattered sound
received at the antenna is the superposition of a large number of randomly-
phased sinusoidal components with frequencies determined by the radial motion
of the associated scattering centre. The waveform is thus very similar to that of
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narrowband noise, having a well-defined carrier frequency and an amplitude
which varies over a wide range, often falling to near the level of background
noise. Because of these amplitude fluctuations, it was necessary to ensure that
the frequencies being measured were representative of the signal rather than of
the background noise. Accordingly, the signal-to-noise ratio was monitored
while the period measurement was being made. A signal-to-noise ratio of
greater than ten was determined to be necessary for an accurate period measure-
ment, As explained above, an adjustment of the facsimile recording system
enabled a simple test for adequate signal-to-noise ratio to be made.

To obtain a velocity resolution of = 15 cm s—* when operating at 2000 Hz,
the frequency must be measured accurate to = 2 Hz. Such an accuracy requires
a data sample of the order of 250 ms in duration, or 500 cycles of a 2000 Hz
waveform. This amount of data may be accumulated in one measurement, but
it is preferable to average shorter data samples from successive pulse interroga-
tions to obtain the required accuracy while retaining useful space resolution in
the vertical. In processing the vertical velocity data discussed in this paper, a
weighted average of exponential form with an e-folding time constant of 60
seconds was used.

The acoustic antenna of the sounder is located at a height of 58 m above
ground level, on the balcony of the McLennan Physical Laboratories. It is
shielded against background noise by a 3-meter high plywood enclosure lined
with acoustic foam.

Wind data for the experiment came from an anemometer mounted at 70 m
above ground on the rooftop of the laboratory. Temperature was measured
using a thermocouple and a calibrated chart recorder. The probe extended 1 m
from the north side of the laboratory, 30 m above ground.

3 Geography of the Toronto Area

The McLennan Laboratory is in downtown Toronto, about 3.5 km north of the
Lake Ontario shoreline, which runs from north-east to south-west in the
Toronto area. The land slopes gently towards the lake from an area of low
hills about 20 km back from the shoreline. A bluff about 35 m high which runs
east-west about 2.6 km north of the laboratory is cut by several ravines in the
Toronto area. The area surrounding the observing site is heavily built up for
at least 17 km in all directions, barring those where the lake is closer. Within
the 180° sector centered about south-east and to a distance of 2 km is the busi-
ness and commercial district, where there are many buildings of over 10 stories.
The area for several kilometres in the opposite sector is residential, with build-
ings of two to three stories, and occasionally a small park or high-rise apart-
ment. Area topography and the extent of urbanization are shown in Fig. 1.

4 Observations and Discussion

While the observations discussed below were being made (November 23,
1973), Toronto was under a ridge of high pressure which extended north-
westward from a large high pressure cell centered near Bermuda. Lightly over-
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A Lake Ontario

Fig. I Topographic map of the Toronto area showing the location of the University of
Toronto antenna site and the approximate extent of the built-up area (dashed line).

cast skies present during the morning cleared for several hours in the early
afternoon. Winds were from the north at about 2.5 m s—?, and the temperature
fluctuated about a mean value of 13°C. Barometric pressure was steady.

The facsimile record for the period of observation is shown in Fig. 2. A layer
echo which may be associated tentatively with a nocturnal inversion (McAllister
et al., 1969), began to lift at about 1015 EST (eastern standard time). Direct
evidence of weak convection penetrating to the 130 m level appeared about 30
minutes later. This conjecture is based on the familiar acoustic echo pattern
associated with convective plumes which has been investigated by several
authors (Beran et al., 1971; Kjelaas et al., 1974; McAllister et al., 1969). It
has been shown to be an alternation of vertically-oriented regions of strong
acoustic scattering with regions of little or no scattering. Individual plumes
became more distinct about 1230 EST as the sky cleared. The period of time
during which vertical velocity measurements were made extended from 1505
EST to 1545 EsT. The height of measurement was centered about 150 m above
ground level.

Fig. 3a is an enlarged portion of the facsimile record to be compared with
the near-surface air temperature in Fig. 3b, the Doppler-derived vertical veloci-
ties in Fig. 3c and the horizontal wind speed in Fig. 3d.

The data show the thermal plumes observed to be very similar to those
observed over uniform flat land surfaces (McAllister et al., 1969; Cronenwett
et al., 1972) and over water (Ottersten et al., 1974). By contrast, however,
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Fig. 2 Facsimile record for November 23, 1973 obtained using a vertically-directed
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monostatic acoustic sounder. Regions of strong thermal turbulence appear dark.
The vertical scale gives the height of the scattering volume above the antenna,
itself 58 m above ground level. The slanted structure evident between 1000 and
1115 EST is associated with the lifting nocturnal inversion, while the vertical
structures visible throughout most of the record are due to thermal plumes. The
period during which vertical velocity measurements were made is between 1505
and 1545 est. (Dark vertical lines are caused by the noise of passing aircraft.)
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the plumes observed on this and many other occasions at the Toronto site had
formed over an extensive fetch of a non-uniform nature, with numerous local
sources of heat (roads, buildings) and considerable surface roughness.

The plumes were vertical, having no consistent tendency to slope upwind or
downwind. This is in agreement with the observations of Beran et al. (1971),
who took this fact as an indication of the lack of wind shear at the levels of
observation. If it is assumed that there was no wind shear on November 23,
1973, then the mean width at 150 m of the thermally turbulent regions travers-
ing the antenna during the period of observation was 390 m, and the mean
width of the thermally quiescent regions was 340 m. This can be compared to
scales deduced from aircraft observations of temperature in a convective field
by Warner and Telford (1967). They found the temperature pulses (plumes)
to average from 200 m to 300 m across, while the quiescent regions averaged
20% larger. Although the agreement is quite good, the sample of sounder-
observed plumes is too small for a detailed comparison. Moreover, estimation
of the plume dimension from the facsimile record is quite difficult, as the plumes
show considerable small scale structure. Blobs of thermally-turbulent air appear
to become separated from the main body of the plume, and the plume itself
divides into several vertically-oriented scattering regions near the upper limit of
detectability.

Acoustic scattering is obtained from much greater heights in some plumes
than in others. Whereas Warner and Telford (1963) noted that the tempera-
ture pulses identifying plumes were not discernible above 500 to 700 m, acoustic
scattering from plumes was not detectable above 400 m in our observations.
Konrad and Robison (1973) suggest that the height of the minimum intensity
of temperature fluctuations is the order of 0.5 Z,,,,, where Z,,,. is the maximum
height reached by plume air in overshoot. Thus the height at which the tem-
perature pulses become indiscernible should be scaled by the mixing depth at
the time of observation. As this depth was not determined for our data, direct
comparison with scaled aircraft data was not possible. It should also be kept
in mind that in the case of the aircraft observation, maximum plume height was
determined on the basis of the plume being indistinquishable from the back-
ground; whereas in the sounder observation, maximum plume height was that
at which the sound scattered from the plumes dropped below the sensitivity of
the receiver.

The temperature measured at 30 m (Fig. 3b) did not show the very distinct
pulse structure discussed by Warner and Telford (1967). This fact suggests
that the probe was located at a height at which plumes had not totally disas-
sociated themselves from the forced convection layer. Nonetheless, there is a
definite correlation between the appearance of scattering regions at higher
levels observed using the sounder and the occurrence of positive temperature
fluctuations at 30 m. The magnitude of these fluctuations was from 0.3°C to
0.6°C relative to the base level temperature. This range is quite consistent with
Warner and Telford.

Vertical velocity data are shown in Fig. 3c. The trace is not shown where
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there was insufficient signal for reliable frequency measurements. Computed
vertical velocities tended to fluctuate quite markedly from one pulse inter-
rogation to the next, so that longer period trends were not easily assessed
without data averaging. Thus the observed time series has been smoothed using
a digital average of exponential form with a time constant of 60 seconds. Warner
and Telford (1967) also noted the masking of average plume vertical veloci-
ties by fluctuations of higher frequency.

In our observations there was a definite correlation between the observation
of upward vertical motion and the presence of acoustic backscattering at 150 m.
Thus the thermally turbulent air with a positive temperature excess was rising.
This is consistent with aircraft observations and plume theory. There appears
to be a tendency for the themally quiescent air between plumes to have the
expected descending motion, but because of the frequent lack of acoustic back-
scatter from these regions, this deduction cannot be made with certainty.

The horizontal wind speed near the antenna site, and 70 m above ground
is shown in Fig. 3d. This data has been smoothed to be comparable with the
vertical velocity data. The wind tends to reach a maximum after the passage
of an updraft over the antenna, and to fall to a minimum just before. This phase
relationship is to be expected, for the updraft must be fed by a horizontal con-
vergence near ground level. This is discussed by Coulman (1970). Coulman
noted that at 6 m above ground the maximum in wind speed after plume passage
was quite noticeable, while the preceding minimum was often not present.

5 Conclusions

Plumes observed in the urban boundary layer during early winter were charac-
terized by strong thermal turbulence relative to the surrounding air, a tempera-
ture excess of the order of 0.5°C at 30 m above ground, upward air motion of
the order of 1 m s~ at 150 m above ground, a horizontal extent averaging
390 m at 150 m above ground, a separation averaging 340 m and a vertical
extent of greater than 400 m. The passage of a plume over the observing site
was preceded by a minimum in horizontal wind speed and followed by a
maximum. The fluctuation in wind speed was the order of = 1.5 m s—1.

The acoustic backscattering patterns typifying plumes in the urban boundary
layer are indistinguishable from those observed over flat uniform surfaces;
the plume sizes, separations and maximum heights are comparable and near-
surface temperature and wind speed show the expected behaviour during plume
passage overhead. This suggests that free convection is not strongly influenced
by surface roughness or non-uniformity.

The sounder observations show that individual plumes possess considerable
small-scale structure, both in vertical velocity and in the intensity of thermal
turbulence.

The accuracy of velocity measurements made with the sounder is estimated
to be = 15 cm s—*. The corresponding resolutions in height and in time are
30 m and 60 s respectively, though the time resolution can be improved if some
deterioration in height resolution can be tolerated.
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At present, the only demonstration of the accuracy of the Doppler determina-
tions of air motion made in this laboratory is their consistency with concurrent
measurements of related parameters, and with measurements, both remote and
in situ, made by other observers (Beran et al., 1971; Mahoney et al., 1973;
Warner and Telford, 1967). Work is now progressing towards increasing the
reliability of Doppler velocity determinations. A major part of this effort is
directed towards the development of instrumentation to sample and record
amplitude and frequency data digitally for computer processing.
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Correspondence regarding Society affairs should be directed to the Corresponding Secretary,
Canadian Meteorological Society, c/o Dept. of Meteorology, McGill University, P.O.
Box 6070, Montreal, P.Q. H3C 3G1

There are three types of membership — Member, Student Member and Sustaining Member-
For 1974 the dues are $15.00, $5.00 and $50.00 (min.), respectively. The annual Institutional
subscription rate for Atmosphere is $10.00.

Correspondence relating to cMs membership or to institutional subscriptions should be
directed to the University of Toronto Press, Journals Department, 5201 Dufferin St., Downs-
view, Ontario, Canada, M3H 5Y8. Cheques should be made payable to the University of
Toronto Press.

La Société météorologique du Canada a été fondée le 1°* janvier 1967, en replacement de la
Division canadienne de la Société royale de météorologic, établie en 1940. Cette société existe
pour le progrés de la météorologie et toute personne ou organisation qui s’intéresse a la
météorologie peut en faire partie. Aux neuf centres locaux de la Société, on peut y faire des
conférences sur divers sujets d’intérét météorologique. Atmosphere, la revue scientifique de la
sMc, est distribuée gratuitement 4 tous les membres. A chaque printemps, la Société organise
un congres qui sert de Congrés national de météorologie.

Toute correspondance concernant les activités de la Société devrait étre adressée au Secré-
taire-correspondant, Société météorologique du Canada, Département de Météorologie,
I'Université McGill, C.P. 6070, Montréal, P.Q. H3C 3G1

11y a trois types de membres: Membre, Membre-étudiant, et Membre de soutien. La cotisation
est, pour 1974, de $15.00, $5.00 et $50.00 (min.) respectivement. Les Institutions peuvent
souscrire & Atmosphére au colit de $10.00 par année.

La correspondance concernant les souscriptions au sMc ou les souscriptions des institutions
doit étre envoyée aux Presses de I'Université de Toronto, Département des périodiques,
5201 Dufferin St., Downsview, Ontario, Canada, M3H 5T8. Les chéques doivent étre payables
aux Presses de I"Université de Toronto.
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