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ABSTRACT

A series of numerical experiments has
becn carried out to test the useful-
ness of the pseudospectral method for
calculation of derivatives in spherical
coordinates. The results indicate that
the method is more accurate than a

fourth-order finite-difference scheme
for the same resolution, but the two
methods are of comparable efficiency.
Certain aspects of the filtering prob-
lems arising in numerical models are
exposed and discussed.

1 Introduction

In a recent paper (Merilees, 1973), the so-called pseudo-spectral algorithm
for the approximation of derivatives in a spherical coordinate system was
presented and applied to the shallow-water equations using initial conditions
corresponding to a stationary solution. Those results indicated that the
algorithm reproduced the stationarity of the solution to about 1 part in 102,
The purpose of this paper is to report on further numerical tests of the pseudo-
spectral algorithm with initial conditions which lead to a time-dependent
solution.

To provide an overview of the course of the experiments, a brief narrative
is in order. (In the following, the term “model” refers to the shallow-water
equations in advective form cxpressed in terms of variables defined on a
latitude-longitude grid and includes the pseudospectral algorithm for the evalu-
ation of space dcrivatives, a “leap frog” time differencing and various forms of
filtering.) Since we use a latitude-longitude mesh, it would be necessary to use a
very small time step to avoid computational instability in the polar regions.
Thus, it was decided to base the maximum permissible time step for the grid
length at 60°N and S and perform Fourier filtering of the variables from these
latitudes to the poles in a way similar to that reported by Holloway et al. (1973,
but sec Merilees, 1974 ). This done, it was then possible to integrate the model
from the stationary initial conditions with a time step of 5 min and AA = N =
2m/64 = 5.6° for about 2 days before the calculation “blew up”. From the
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appearance of the instability, it was believed due to so-called nonlinear insta-
bility. Therefore, we first performed periodic (every 6 h) Fourier filtering of
all 2-gridlength waves. This permitted the calculation to extend to about 4
days at which time it again “blew”. As Orszag (1971) has shown, aliasing will
be eliminated if the variables are filtered with respect to 3-gridlength waves
and smaller, and this was the next step. Subsequently, the model was stable for
all integrations performed using initial conditions corresponding to Haurwitz
waves, although we decided to perform the 3-gridlength smoother every 3 h
rather than every 6 h. However, when an integration was attempted using a
“real” weather map, the computation became unstable after 2 days. This insta-
bility was due to time step decoupling and was corrected with a weak time filter
developed by Robert (1966) and discussed by Asselin (1972). The present
version appears to be quite stable and its documentation follows.

2 The model

a Equations and discretization

The governing equations are those appropriate for the description of the flow
of shallow water on a sphere. They are written in advective form in terms of
longitude, A, and latitude, ¢. The discretization and pscudospectral definitions
of derivatives are the same as given in Merilees (1973); and centred differences
are used to approximate time derivativcs.

b Fourier filtering near the poles

As stated previously, the convergence of the meridians requires an unrealisti-
cally small time step to ensure the computational stability of the explicit time-
differencing scheme. Therefore, the variables are filtered from 60°N and S to
the respective poles according to the following scheme. If A4,, represents a
variable before filtering and A, the variable after filtering, then

Km X
Ay = Y ag(k)e™™ (1
k=—Km
where
1 X ;
an(k) = 37 L A (2)
n=1
and K,, is the largest integer such that
_ coso, N
Kn< = cosn/3 2 )

for |¢m| > /3. This filtering is presently applied to every variable at all time
steps.

¢ Periodic filtering

As stated in the narrative, it was necessary to filter wavelengths less than 3
gridlengths to ensure the stability of the calculation for periods greater than
a few days. This was performed by Fourier filtering all variables in both direc-
tions, taking into account the difference between scalars and vector components.
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In the present model, this filtering is performed every 3 h, although in applica-
tions with strong forcing in the small wavelengths this period may need to be
shortened. Since the typical time step used is about 5 min, this filtering adds
very little to the total computation.

The fact that the filtering is applied only periodically is important, because
in a sense it then represents a crude closure approximation. This point will be
taken up in section 6.

d Time filter
The model includes a time filter based on the following algorithm:

*\ T
F*t+l o Fr—l + (aé: )ZA[ (4)
t
FT+1 — F*T+ a(F*r+l + Fr—l - 2F*r) (5)

where o = 0.05. This filter strongly damps any tendency of the numerical
solution to become decoupled in time.

e Grid sizes and time steps

Since the model requires the evaluation of Fourier transforms throughout, the
resolutions tested were almost invariably chosen to be powers of 2. A time step
of § min was sufficient to ensure the stability of calculations made with a mean
free surface height of 3000 m and a resolution of N = 64, M = 32. Experiments
were also carried out with N = 128, M = 64, N =32, M = 16 and N = 16,
M = 8 with corresponding adjustments in the time step. (The cFL condition
for the pseudospectral algorithmis cAt < Ax/7r.) The N = 64, M = 32 resolu-
tion requires about 1 sec per time step on NCAR’s 6600 computer.

This completes the description of the model, except to say that a forward
time differencing is used for the first extrapolation and that a parallel fast
Fourier transform routine developed by David Fulker of NCAR'’s computing
facility is used for the transform. The next section will deal with results of some
experiments performed using Haurwitz wave initial conditions.

3 Some solutions using Haurwitz wave initial conditions
Since Phillips’ (1959) paper on the integration of the primitive equations, it
has become somewhat of a tradition to perform numerical tests of global models
using initial conditions corresponding to so-called Haurwitz waves. The initial
conditions are such that the horizontal divergence is initially zero as is its first
time derivative. If the horizontal divergence remained zero, then the initial
disturbance would propagate without change in shape or amplitude at the
Rossby-Haurwitz phase specd. However, even with the above initial conditions,
significant divergence develops and the waves do not propagate with the Rossby-
Haurwitz phase speed, nor do they maintain their shape precisely. In fact, under
certain circumstances, the initial disturbance may be unstable (see, for example,
Hoskins, 1973).

The Haurwitz wave initial conditions are as follows. The initial flow is
assumed to be nondivergent, so that u (the eastward component of wind) and
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TasLe 1. Comparison of computed phase speeds of Haurwitz waves obtained by various authors.

Wave- Length of Phase Amplitude
number Numerical [0 K Ho Integration Speed Variation
(R) Authors Scheme Resolution (107%sec™) (107%sec™!) (km) (days) (°day™t) VA

4 Grimmer Second-order 5° 7.29 7.29 8 20 8.7 —
and Shaw
(1967)

4 Phillips Second-order 500 km 7.848 7.848 8 2 ~9 —
(1957)

4 Bourke Spectral Rhomboidal, 7.29 7.29 8 4 9.2 —
(1972) Wave 10
Merilees Pseudospectral 360°/32 7.29 7.29 8 4 9.0+0.1 2

4 Merilees Pseudospectral 360°/64 7.29 7.29 8 4 9.0+0.1 2

1 Holloway Second-order ~2.4° 7.848 7.848 8 6 ~—53 —
et al.
(1973)

1 Merilees Pseudospectral 36G°/16 7.848 7.848 8 6 —-50.2+9.0 9

6 Holloway Second-order ~2.4° 7.848 7.848 8 2 ~23 —
et al.
(1973)

6 Merile s Pseudospectral 360°/64 7.848 7.848 8 2 23.9+0.02 1




v (the northward component of wind) may be derived from a stream function
given by

Y = —a’w sin ¢ + a’K cos® ¢ sin ¢ cos RA, (6)

where w and K are constants and R is the wavenumber. The geopotential height
field which precisely balances this initial flow is given by

gh = gH, + a*A(¢) + a*B(¢p) cos RA + a?D(¢) cos 2RA @)
with
2
Alp) = M ¢z + %—c”‘[(R + 1)c?

+ (2R? — R — 2) — 2R*¢"%]

. 2Q+ oK

2

D(g) = KTCZR[(R + De? — (R + 2]

¢ = cos .

The model has been integrated for various initial Haurwitz waves. In this
section, we present a few representative cases and an interesting unstable case
and leave a detailed comparison with other models to subsequent sections.

In Table 1 we present the phase speeds of the indicated Haurwitz waves for
various resolutions and numerical schemes. The phase speeds reported here
were determined by performing a spherical harmonic analysis of the vorticity
field every 12 h, then averaging the 12-h phase differences over the period of
the integration. This analysis was also used to determine fluctuations in phase
speed and amplitude.

There are variations in phase speed and amplitude of the waves. In the case
of wavenumber 4, the phase speed decreases continually throughout the inte-
gration as does the amplitude. This may explain why Grimmer and Shaw’s result
for average phase speed over 20 days is somewhat lower than the others.
Bourke’s result does seem to be somewhat high. Wavenumber 1 goes through
quite rapid accelerations and decelerations with corresponding decreases and
increases in amplitude. Thus, during one 12-h period it may move through 30°
longitude while during the next it may move through only 20° longitude.

In general, the various models are in agreement, especially in view of the
rough measurement of phase speed usually reported. As might be anticipated
from the results of Holloway et al. (1973), the use of Fourier filtering near the
poles does not cause any difficulty in the situation of strong cross-polar flow
(i.e., wavenumber 1), As further evidence of the last statement, we present
the results for an integration of wavenumber 1 but with a nominal free surface
height of 3 km. In this case, wavenumber 1 is unstable and quite rapidly breaks
down, as shown in the sequence of maps in Fig. 1. Figure 1 is a plot of the
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Fig. 1 Evolution of the t-component of the wind plotted on a latitude-longitude map.
The initial conditions correspond to a Haurwitz wavenumber 1 with w = 7.292
10—6 s—1, K =2.431 10— s—! and the constant H, set at 3 km, The stippled
areas correspond to north winds. The contour interval is 2 m s—1. Time is given
in days.

v-component of the wind on a map of latitude and longitude. We note that at
initial time there is strong cross-polar flow (= 15 m s *'). By 2 days, the maxi-
mum of the v-component has moved off the pole and by 6 days the flow has
evolved into a localized vortex with the strongest flow at about 45°N and S.
This case was also integrated using a spectral model similar to that of Bourke
(1972) with virtually identical results.

4 Comparisons with other models

In this section, we present the results of a detailed comparison between the
pseudospectral model and other models for initial conditions corresponding
to a Haurwitz wavenumber 6. These initial conditions are interesting because
the flow breaks down after a couple of days, forming cut-off lows and a region
of zonal easterlies at about S0°N. This case was used by Holloway et al. (1973)
as a test of their numerical model and thus forms a good basis of comparison.
Further, since the flow is unstable, it provides an opportunity to study the effects
of the periodic filter.

We will compare the integrations for the following models: sp-15, a spectral
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INITIAL HAURWITZ
WAVE 6

H,=8km

Fig. 2 Initial conditions for comparative experiments with Haurwitz wavenumber 6
plotted on a polar stereographic map of the northern hemisphere. Outer arc is
the equator; inner arc is drawn with half the radius of the outer, ie., at about
37°N. The heavier contour in the u- and v-fields is the zero contour with negative
values stippled. The heavier contours in the height field correspond to 9000
metres. Contours are at intervals of 15 m s—1 for the u- and v-fields, at intervals
of 200 metres for the height field.

model based on spherical harmonics with a rhomboidal truncation at wave-
number 15; FD4-64, the fourth-order finite difference reported by Williamson
and Browning (1973) with 64 x 32 gridpoints on the sphere; Fp4-128, the
same as FD4—64 but with 128 x 64 gridpoints; and ps-64, the pseudospectral
mode] with a 64 X 32 grid.

Both the finite-difference models and the pseudospectral model employ the
same polar smoother and the same periodic filter. In fact, the models are iden-
tical except for the algorithm used for the computation of derivatives. The
spectral model employs the semi-implicit algorithm developed by Robert (1969)
and is essentially the model developed by Bourke (1972). The initial conditions
are o = 7.29 10¢ sec! and K = 7.848 10 s! while the constant H, is
8 X 10°m. The distributions of u, v and £ at initial time are shown in Fig. 2.

The four models are in essential agreement for about the first 3 days. In Fig.
3 are shown the geopotential height fields at 3 days. The r.m.s. differences are
small, of the order of 1 m s~ in &, v and about 10 m in the geopotential height
field. The disturbances have propagated to the east and have developed a tilt
which produces momentum transport out of the mid-latitudes as shown in the
profiles of mean zonal flow (Fig. 4). It is apparent from these curves that the
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e 7
Fig. 3 Stereographic maps of the free surface height for the four models after 3 days.
The outer arc is the equator; the inner arc is drawn with half the radius of the
outer, i.e., at about 37°N. Contour interval is 200 m and the heavier contour has
a value of 9000 m,

FD-64 model has enough resolution to handle the initial conditions reasonably
well. After all, there are approximately 10 grid-points per wavelength in the
64-gridpoint case.

After about 3 days, however, the differences between the models become
large, especially between the spectral model and the other three. In Fig. 5 is
shown the height fields after 5 days of integration. We note the almost complete
lack of the cut-off lows in the spectral model. The ps—64 and FD4-128 integra-
tion remain quite similar and there are significant differences between the latter
and the FpD4-64. At 6 days, (Fig. 6) and even at 8 days (Fig. 7) the ps—64
and Fp4-128 models are still quite similar, although the lows are slightly deeper
in the FD4-128. The spectral model has gone to a completely different state.
The FD4—64 results resemble those of the Fp4—128 and Ps—64, but there are
considerable differences in the wind fields as can be noticed from the differences
in height gradient.

The mean zonal wind profiles at 6 days (Fig. 8) indicate that the FD4-64
model does not develop as strong easterlies on the north side of the cut-off
lows as do the other models. The profiles of the ps—64 and FD4—128 are in close
agreement, but quite different from that of the spectral model. The differences
in the development of the mean zonal wind profile are the major differences
in the results and may be due to the resolution in the latitudinal direction. That
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Fig. 4 Comparison of the zonal average of the u-component of the wind (in m s—1)
after 3 days as a function of latitude; thin solid line is the initial profile.

FD4-64

60°

Fig. 5 Same as Fig. 3 except after 5 days.
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Fig. 8 Same as Fig. 4 except after 6 days.

is, the different models have different resolving power for the process of north-
south momentum transport.

As a further comparison of the model results, we present trough-ridge
diagrams for three latitudes (Figs. 9, 10, 11). We note that after an initial
period of simple phase progression, there is a deceleration of the wave at higher
latitudes and an acceleration at lower latitudes. These differences in speed are
present in the initial period and actually give rise to the tilt of the wave which
leads to the export of westerly momentum in the mid-latitudes. We note that
the deceleration and subsequent retrogression of the waves at mid-latitudes
takes place at about the same time in all models except the FD4—64 which is
considerably retarded. This effect of lower resolution was also observed by
Holloway et al. in their study of the development of similar initial conditions.

We further note the oscillations apparent in the results from the spectral
model after the initial breakdown period. If one did not know that it was a
spectral model, one would be tempted to invoke the words ‘“‘computational
mode”. In a sense, these oscillations are computational since they depend on
the resolution, as will be discussed in the next section.

A more quantitative comparison of the results of these integrations is pro-
vided by the r.m.s. difference between them. In Figs. 12 and 13, we present the
r.m.s. difference of height and the v-components of the wind for the FD4—64
and Ps—64 as compared to the FpD4-128 model. These r.m.s. differences have

|
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703 SPECTRAL 703 FOURTH ORDER 64

0
LONGITUDE

Fig. 9 Isopleths of the v-component of the wind in the longitude-time plane for the
four indicated models at 70.3°N. Contour interval is 15 m s—1. Solid lines
indicate a northerly component, dashed lines a southerly component.

534 SPECTRAL 15 534 FQURT,H QRDEQQA

LONGITUDE
Fig. 10 Same as Fig. 8 but at 53.4° N.
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309 SPECTRAL I5 308 FOURTH ORDER 64
e

DER 128

S

LONGITUDE
Fig. 11 Same as Fig. 8 but at 30.9° N.

not been weighted with respect to area on the sphere. The r.m.s. differences
for the u-component of the wind are quite similar to the v-component and are
therefore not presented. We note that these differences generally grow with time
and the differences between the Ps-64 and FD4-128 are invariably smaller
than those between the FD4—-64 and FD4—128. There is a relative minimum in
the case of the FD4-64 which can only be fortuitous as the differences sub-
sequently grow very rapidly. In the 8-day integrations, the differences between
the Ps—64 and FD4-128 grow to maximum values of 6 m s=! in the v-com-
ponent and 60 m in the height field. These differences should be compared
with trough-to-ridge differences of about 600 m and meridional winds of the
order of 30 m s—1,

It is not clear how much of these differences is due to the existence of
smaller-scale motions in the ¥D4-128 integration. This could be determined
by performing spherical harmonic analyses and comparing the evolution of
individual components, but such comparisons go beyond the scope of this
report.

From the results of this section, we can fairly conclude that the PS—64 model
is significantly better than the Fp4-64 and quite comparable to the FD4—128
model.
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Fig. 12 r.m.s. differences in geopotential height between different models as a function
of time. Ordinates given in metres. Differences between FD4-64 and FD4-128
are shown by crosses (x); between Ps—64 and FD4-128 by circles (e).

5 The effect of resolution on the spectral model

In the previous section, it was shown that for initial conditions corresponding
to a Haurwitz wavenumber 6, the four models were in good agreement for
about 3 or 4 days, after which the spectral model gave results quite different
from the other three. Naturally, the question arises as to whether or not the
spectral model has given the correct results.

As shown below, the spectral model has not given the correct result. The
reason is due to the unstable nature of the flow and the resulting cascade of
enstrophy to the shorter wavelengths. Since the spectral model conserves energy
and enstrophy, it must be contained in those components which the model
resolution permits. Thus, if the flow is such that enstrophy should cascade to
scales smaller than the model resolution, the spectral model will not permit
the cascade. Subsequently, enstrophy will tend to accumulate near the shorter
wavelengths permitted, then start to cascade to longer wavelengths. While the
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Fig. 13 Same as Fig. 11 except for the v-component of the wind and the ordinate
is ms—1,

spectral model will not become computationally unstable, at this point its
results are definitely unphysical.

In support of these ideas, we present in Figs. 14 and 15 the results of an
integration with exactly the same initial conditions as in the previous section
except that the spectral model is integrated with a rhomboidal truncation at
wavenumber 30. These figures should be compared with the corresponding
diagrams presented in Section 4. Notice how much more closely the high-
resolution model follows the Ps—64 and FD4—128 than does the low-resolution
model. These results confirm that the low-resolution spectral model has in-
adequate resolution after about 3 days.

In Tables 2 and 3, the distributions of enstrophy over longitudinal wave-
number M and over total wavenumber N are presented. Because of the initial
conditions, only those wavenumbers presented are capable of participating
in the exchange. We note that even at 72 h there are definite discrepancies
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Fig. 14 Stereographic maps of the free surface height for the high resolution spectral
model at various times during integration. Contour interval is 200 m and the
heavier contour has a value of 9000 m.

in the large scales and a general accumulation of enstrophy in the shorter scales
retained in the low-resolution integration. After 120 h, the discrepancies are
generally larger and the accumulation of enstrophy near the end of the low-
resolution spectrum is quite obvious. Subsequently, the low-resolution inte-
gration begins to oscillate and its development is in the direction of “equiparti-
tion” of enstrophy which appears to be the ultimate fate of nondissipative
systems. At 120 h, even the high-resolution integration seems to have too much
enstrophy at the end of its spectrum. However, this would have to be tested
using an even higher resolution. We note that at 72 h about 1 percent of the
initial enstrophy has escaped from the scales of the low-resolution model; yet
there are significant differences in the scales common to both resolutions.
After 120 h, roughly 10 percent of the enstrophy has escaped, which implies
that less than 1 percent of energy has escaped and even less of the variance
of the stream function. Thus, certainly the low-resolution model has well
resolved these last two quantities; yet the time evolution is quite different.
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SPECTRAL

0 60 120
LONGITUDE

Fig. 15 Isopleths of the v-component of the wind in the longitude-time plane at three
latitudes for the high-resolution spectral model. Contour interval is 15 m s—1,
Solid lines indicate a northerly component, dashed lines a southerly component.

6 Discussion of the periodic smoother
Much has been said and written about methods of numerical integration which
are conservative of certain mathematical invariants of the equations describing
atmospheric flow. In the previous section, a particular example was given where
the property was detrimental to the solution of the equation. The reason for
this is clear. Even if a set of equations has a set of invariants (say energy or
enstrophy), these conservation laws are not generally valid if the fluid is per-
mitted to have only a finite number of degrees of freedom. There may exist
particular initial conditions which require the fluid flow to be confined to a
finite number of degrees of freedom, but it would appear that such conditions
would not be common and almost certainly not met in the day-to-day fluctua-
tions of the atmosphere. It is true in certain situations that conservation of
some property is valid to a high degree of approximation over a finite number
of degrees of freedom. It, unfortunately, is equally true that this does not
imply that the correct evolution of the flow will be simulated with such a
resolution.

In the example presented in the previous section, only about 1 percent of
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TaBLE 2. The distributions of enstrophy (1072 s~2) over longitudinal wavenumber M and total wavenumber N for spectral models of resolutions 15

and 30 after 72 h. Only those wavenumbers capable of participating in exchange are considered.

M 0 6 12 18 24 30

30 124 .4 986.8 11.2 7.3 2.8 2.0

15 161.5 933.1 49.6 0 0 0
N 1 3 5 7 9 11 13 15 17 19 21 23 25 27 29
30 39.1 9.8 21.6 898.6 116.2 8.7 6.0 10.3 3.8 3.6 5.3 1.1 2.5 0.6 1.0
15 40.1 15.2 47.0 786.4 142.6 26.0 20.0 40.6 14.4 4.2 2.0 1.0 3.7 1.0 0.0
N 31 33 35 37 39 41 43 45 47 49 51 53 55 57 59
30 0.7 0.6 1.3 1.1 0.4 0.7 0.4 0.3 0.5 0.1 0.1 0.1 0.1 0.0 0.0
TABLE 3. Same as Table 2 except after 120 h.

M 0 6 12 18 24 30

30 665.0 416.0 51.8 25.0 13.2 8.7

15 545.7 498.7 155.7 0 0 0
N 1 3 5 7 9 11 13 15 17 19 21 23 25 27 29
30 44.0 72.2 119.8 158.7 327.2 117.2 63.2 85.6 10.2 5.7 16.7 22.9 15.5 8.9 14.1
15 44.8 85.2 120.2 94.3 247.2 206.8 84.3 35.6 83.4 1 96.5 54.6 0.0 10.0 0.0
N 31 33 35 37 39 41 43 45 47 49 51 53 55 57 59
30 7.7 11.1 22.2 7.9 10.8 12.0 1.6 3.6 2.3 1.5 2.4 2.2 0.2 0.2 1.9




the energy appeared in scales unresolved by the low-resolution spectral model;
yet the evolution of the flow was completely different for the two models.

The above remarks are not meant to disparage spectral models, but rather
to illustrate that all models require some method of taking into account the
effect of the unresolved scales of motion on those retained—that is, the classic
closure problem. In the numerical experiments presented here, a particularly
crude way of doing this was adopted, namely, periodic Fourier “chopping”.
(By the term “chopping”, we mean the complete elimination of wavelengths
smaller than some specified wavelength.)

From numerical experiments, we know that if we do not smooth from time
to time, a model in general will accumulate enstrophy or energy in the smallest
resolved scale and may “blow up”. On the other hand, if we “chop” wavelengths
less than 3 grid intervals every time step, or use some conservative numerical
scheme, then we will avoid “blow-ups”, but may produce nonphysical behavior
of the simulation. Thus, we are led to the idea that there will exist some optimum
frequency of smoothing which will produce the “best” behavior.

In the numerical experiments reported here, the only physical process operat-
ing is a cascade of enstrophy from large scales to the short scales. Thus, the
periodic application of a smoother serves to dissipate the enstrophy in the
shortest scales thus permitting a further cascade and preventing a reflection
of enstrophy which will contaminate the larger scales.

7 Conclusion

It has been shown that the pseudospectral algorithm for the computation of
derivatives can be used on time-dependent problems with good resuits. It has
been demonstrated that a pseudospectral model produces more accurate results
than a fourth-order scheme with equivalent resolution. Application of the
algorithm does, however, take more operations, approximately 4 times as many
as in a fourth-order scheme. Therefore, we have not shown that the pseudo-
spectral algorithm is more efficient than a fourth-order scheme. However, when
we compare the ps—64 with the FD4-128, it suggests that the simulations are
equivalent in the scales resolved by the coarser grid. If this last statement is
correct, then the algorithm would be more efficient. Further numerical ex-
periments will be directed towards this hypothesis.

Finally, the comparisons of spectral models with the others have demon-
strated a serious difficulty associated with relatively low resolution and a
conservative numerical scheme. Since the amount of computation in a spectral
model increases with a higher power of the number of degrees of freedom, it
would appear that it is very important to investigate methods of closure for
spectral models if they are to successfully compete with more traditional ap-
proaches.
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A High Resolution Numerical Study of the Sea-Breeze Front

Steven Lambert®
Atmospheric Environment Service, Montreal
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ABSTRACT

The primitive equations are integrated presented; the first produced in an
numerically using a high resolution atmosphere with a prevailing offshore
grid to investigate the sea-breeze front. flow, and the second produced in an
Two cases of the sea-breeze front are  atmosphere initially at rest.

1 Introduction

Previous investigations of the sea-breeze circulation have been carried out using
relatively coarse grids for the numerical computation and as a result, many
details of the circulation remained unresolved. The feature which suffered most
was the sea-breeze “front” which was completely lost by some models.

The sea-breeze front was described by Defant (1951) as developing in a synop-
tic regime which produces offshore surface winds which oppose the development
of the sea-breeze. The zone of confluence of the synoptic wind and the onshore
sea-breeze marks the sea-breeze front. Its passage at a given point is marked by
an abrupt windshift and a temperature drop.

A sea-breeze front can also develop in a situation where the synoptic wind is
essentially calm. In this case, the sea-breeze circulation produces its own offshore
wind to form a frontal zone.

The present study is an extension of the work of Neumann and Mahrer (1971)
in two respects; first an increase in the spatial and temporal resolution is used
and second the sea-breeze is allowed to occur in an atmosphere not initially at rest.

Estoque (1961, 1962) presented similar results with a model using a coarse
grid and the assumption of hydrostatic equilibrium.

2 The Model
Following Estoque (1961), the atmosphere is partitioned into a constant flux
layer extending from the surface to a height of 50 m and a layer of transition
extending from 50 m to 2075 m. This upper layer contains the rows and columns
of grid points used in the numerical computation.

The governing equations for the constant flux layer are:

a—aZ(K, %%) =0 1)

%(K, g—g) ~0 @)

'Present address: McGill University, Montreal, Quebec.
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where K, = vertical eddy diffusivity
U = total horizontal wind
0 = potential temperature

In order to maintain continuity in the potential temperature and horizontal wind
and their vertical derivatives, it is necessary to assume that the constancy of the
fluxes can be extended to the first row of grid points in the transition layer. The
purpose of the constant flux layer is to provide the boundary conditions for use
by the prediction equations of the transition layer. Hence, it is necessary to
express the values of wind and temperature at the top of the constant flux layer
in terms of the values at the surface and the values at the first row of grid points
in the transition layer i.e.:

Uy =BUpsa: + YUq (3)

0y = BOyra: + 100 (4)

The subscript # refers to values at the top of the constant flux layer, the subscript

h + Az refers to values at the first row of grid points in the transition layer, and
the subscript O refers to values at the surface.

Since the parameters § and y are functions of stability, it is necessary to con-

sider both unstable and stable regimes in the constant flux layer. The Richardson
Number is used as the indicator of stability. The unstable regime occurs with:

Ri < Ri,
and the stable regime with:
Ri > Ri,

where Ri = Richardson Number

Ri, = acritical Richardson Number

The Richardson Number is evaluated using:

. 8(0h+a. — B0) 3
Ri = h+ Az 3
(WETALLU )
where g = acceleration due to gravity
8 = average potential temperature in the constant flux layer
h = height of the constant flux layer (50 m)
Az = vertical spacing of the grid rows in the layer of transition

The expressions for the eddy diffusivity, K,, and the parameters § and y were
derived for the stable and unstable regimes by Estoque (1959, 1961) respectively.
For the stable regime:

K. = Dholl + 21 + aRi)]?( Loz Ce) ©)
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where k, = von Karman’s constant (0.4)
zy = roughness height (.02 m)
a = a constant (—0.03)

I

Az

5 o + T Az —— (8, — hd,)aRi
- 61 + AZ62
y=1-8
where
. 1 h + z
o1 = k_olog( 2o )
5. = 1
27 ko(h + z)
For the unstable regime:
B2 g]0h+a: — 9o
K, =Ah 8| n+ Az

where A = constant (0.9)

B=1+ S(h _:IAZ>[(h :AZ)* - 1]

y=1-8

@]
&)

&)

(10)

1)

Following McPherson (1970), the value of « is taken as —0.03, A as 0.9, and

Ri, = —0.03.

The equations for the transition layer are basically the two-dimensional
Navier-Stokes equations for a turbulent incompressible atmosphere on the

rotating earth:

ou Ou ou 10p

= " 4ae 6—2—55;+fu——2(2005¢w
+ g(xg—) ¥ Kg—xz
%=—u—g;w— g—w+ZQCOS¢u——%§— ;
L2 ¢ k2
R R - L Rt
o=,
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(13)

(14)

(15)

(16)
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where K, = horizontal eddy diffusivity
f = Coriolis parameter
Q = angular velocity of the earth
u, = imposed geostrophic wind
¢ = latitude
u, v, w = wind components.

In order to close the above system, it is necessary to include the equation of
state for an ideal gas and Poisson’s equation for potential temperature.

A local tangent plane co-ordinate system is used with the x axis pointing
eastward, the y axis pointing northward, and the z axis pointing vertically
upward. An infinitely long coastline is assumed co-incident with the y axis with
the sea to the west and the land to the east.

The term fu, in (13) allows the imposition of a large scale pressure gradient
in the y direction via the steady wind u, at the top of the transition layer.

The vertical eddy diffusivity is assumed to have an exponential decrease with
height in the transition layer. McPherson’s (1970) form for the height depend-
ence is used:

K.(2) = KW exp | - m(z—l‘{—h) } (17)

where K,(z) = the vertical eddy diffusivity at height z
K. (h) = the vertical eddy diffusivity calculated from (6) and (9)
m = constant (4.75)
H = height of the top of the transition layer (2075 m.).

The value of the horizontal eddy diffusivity K, is assumed to be constant and
equal to 500 m?s™! in accordance with Angell, Allen and Jessup’s (1971)
results.

The boundary conditions at the top of the layer of transition are:

3
E(G, v,u,p) =20
w=20

At the lateral boundaries the conditions are:

%(9, u,v,p)=0
w=20
At the ground the following boundary conditions are used:
u=v=w=20
Tyana = To + 16.0 sin (157 — 110°) + 4.0 sin (307 + 75°) + 0.6 sin (45t + 66°)

+ 0.7 sin (607 — 115°)
Ty = TO

Tcoast = O'S(Tland + Tsea)
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where t = time in hours measured from midnight
T, = sea surface temperature

T1ana = ground temperature
7 = temperature at the coastline

coast

The form of the temperature wave used to heat the land is based on Kuo’s
(1968) results and gives equal land and sea temperatures at 8:00 AM.

3 Numerical Aspects

The equations for the layer of transition were integrated numerically on a
149 column by 29 row grid using finite differences. A forward time difference was
used while the spatial terms, with the exception of the advection terms, used
centered differences. The horizontal and vertical advection terms used “‘up-
stream’” differences.

Following Neumann and Mahrer (1971), the method originated by Chorin
(1968) was used for solution.

A horizontal space increment of 1 km and a vertical space increment of 75 m
were used. In order to maintain computational stability, a time step of 40 s was
required. To control nonlinear instability, a three-point filter was applied verti-
cally and horizontally to the potential temperature and wind fields at each time
step.

4 Results

a The sea-breeze front with an opposing offshore wind
The initial conditions used for this integration were:

T, = 288 K
Uu=u, = —3ms" !
v=20

surface pressure = 1000 mb
lapse rate = 0.0065C m™*

Initially, the model is integrated with equal land and sea temperatures in order
to generate an Ekman Spiral in the transition layer. After this has been accom-
plished, the temperature wave is applied to the land. Fig. | shows the Ekman
Spiral produced during the initialization procedure.

During the early hours of integration (time being measured from 8:00 am),
the low level offshore wind is slowly weakened. By 11:00 aMm, a weak onshore
flow had formed with the strongest wind occurring over the sea 4 km from the
coastline. As a result, a weak sea-breeze front was present over the sea near the
coast. The low level onshore flow continued to strengthen and the front began
to move inland. As the front moved inland, its speed of propagation gradually
diminished so that by 2:00 pM the front had become nearly stationary between
six and seven kilometers inland. After 4:00 pM, the front resumed its landward
motion penetrating 17 km inland by 7:00 pM. Positions of the sea-breeze front,
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Fig. 1 Initial Ekman Spiral for the offshore wind case. 17'0 is the wind at the top of the
constant flux layer and 79 is the wind at the top of the transition layer.
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Fig. 2 Hourly positions of the sea-breeze front for the offshore wind case. Numbers in
brackets are the maximum ascent in cm s—1 at the front.

as a function of time, are given in Fig. 2. The small figures in brackets are the
strongest vertical velocities produced by the sea-breeze circulation. After 7:00 pM,
rapid dissipation of the front occurred so that by 8:00 PM no onshore flow was
present in the low levels.

The structure of the sea-breeze front at the time of maximum activity, 3:00 pMm,
is given in Fig. 3. At this time, the maximum onshore flow was 3.0 ms ™! with the
top of the inflow layer at 450 m. An interesting feature was the strengthening
of the offshore flow in the low levels just ahead of the front. As a result of the
strong vertical velocity in an area which possessed a super-adiabatic lapse rate,
an upward bulging of the isotherms occurred at the front producing a lowering of
pressure which intensified the opposing offshore flow. Fairly strong upward
vertical velocity was present above the front with the maximum of nearly
35cm s~ ! occurring at a height of 750 m.
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Fig. 3 The structure of the sea-breeze front at 3:00 pM for the offshore wind case. Solid
lines are isopleths of the u-component in m s—1 and the dashed lines are isopleths
of the vertical velocity in cm s—1.

b The sea-breeze front with a calm synoptic wind
The initial conditions used for this solution were:

T, = 288 K
u=u, =0
v=20

surface pressure = 1000 mb
lapse rate = 0.0065C m™*!

During the initial hours of integration, the sea-breeze developed at the coast-
line and spread both landward and seaward and intensified. At 2:00 PM, an
area of weak offshore winds had formed about 30 km inland producing a weak
sea-breeze front 28 km from the coast. The front intensified quickly so that by
4:00 pM™ a well-developed front was present 30 km inland. Fig. 4 gives the struc-
ture of the front at 4:00 pM.

Fig. 5 shows a hodograph for a point on the coast and Fig. 6 shows a hodo-
graph for a point 30 km inland. The coastal hodograph shows a continual
intensification and veering of the wind while the inland hodograph shows a
distinct wind shift with the passage of the front at 4:00 pM.

The front moved rapidly inland until ic dissipated 60 km from the coast.
Fig. 7 shows the frontal positions in time with the maximum vertical velocities.
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Fig. 4 The structure of the sea-breeze front at 4:00 pM for the calm synoptic wind case.
Isopleths are labelled the same as in fig. 3.
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Fig. 5 Coastal hodograph for the calm Fig.6 Hodograph for 30 km inland for
synoptic wind case. The units of the calm synoptic wind case. The
u and v are m s—1, units of # and v are m s—1,
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Fig. 7 Hourly positions of the sea-breeze front for the calm synoptic wind case. Numbers
in brackets are the maximum ascent in cm s—1 at the front.

5 Conclusions

Observations by Lyons and Olsson (1973) of a Chicago lake breeze episode under
light synoptic wind conditions show that most of the features are well-represented
by the model. However, the model underforecasts the vertical velocities at the
front. It was observed during numerical experimentation with the model that
the vertical velocity at the front increased nearly linearly with increased hori-
zontal resolution which indicates that a further increase in horizontal resolution

would be beneficial.
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ABSTRACT

Numerical experiments are performed
to test one reasonably economical
method of producing regional fore-
casts. Starting with initial conditions
interpolated from a 20 hour coarse
grid Northern Hemisphere forecast, a
fine mesh model is integrated for a
further period of 4 hours over a limited
area. The fine mesh is located over the
north-eastern part of North America

produce topographic features such as
the St. Lawrence and Richelieu Val-
leys. The resulting forecast at hour 24
is then compared with the coarse mesh
prediction for the same time. The com-
parison reveals how the horizontal and
vertical components of the wind are
affected by the small scale topography.
In particular, the channelling effect of
the main valleys is demonstrated.

and its resolution is sufficient to re-

1 Introduction

Most numerical weather prediction models in operational use take into account
the large scale features of the main mountain barriers but lack the spatial
resolution necessary to reproduce explicitly the characteristics of the ground
on a subsynoptic scale. This implies, of course, that the low-level wind fore-
casts produced by these models are inadequate in regions where the low-level
flow is strongly influenced by fine-scale topographic features. In the present
study we will examine the way in which the wind field predicted by a low-
resolution model can be modified so as to reflect the presence of the small
scale topography following the approach suggested by Rousseau (1969).
Rousseau produced a 21 hour 500 mb forecast with a barotropic primitive
equation model on a hemispheric grid containing 53 X 57 points. The forecast
height and velocity fields were then interpolated to a higher-resolution grid
covering part of Europe and the integration in time was continued for a further
period of three hours with a high-resolution limited-area model. In the latter
model, the earth’s topography was resolved in greater detail than in the hemi-
spheric model which implied that the initial (interpolated) data on the fine
mesh were out of balance. This naturally led to the propagation of gravity
waves but it was found that after three hours the height and velocity fields had
reached a new balance under the influence of the topography. The adjustment
between the mass and velocity fields over fine-scale orography was further

10n leave from the Atmospheric Environment Service of Canada.
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examined by Rousseau (1970) using a two-dimensional baroclinic model and
by Rousseau and Pham (1970) with a three-dimensional baroclinic model. In
both of the latter studies the initial data supplied to the fine-mesh models were
prescribed idealized conditions and adjustment periods of about two to three
hours were reported. The present paper deals with similar experiments except
that a fine-mesh baroclinic model is initialized from a forecast produced by a
coarse-grid model. The attention will be focussed on the rate at which the flow
adjusts to the new topography injected into the forecast scheme at ¢ = 20 hours
and on the type of circulation which is obtained after the adjustment.

The numerical model used in this study will be presented briefly in section 2.
The procedure will be explained in more detail in section 3 while the results
and conclusions will follow in sections 4 and 5.

2 The model and procedure

The forecasts necessary for this study were done with the primitive-equation
grid-point model described by Robert, Henderson and Turnbull (1972), except
that the present version of the model has a surface drag mechanism of the type
discussed by Shuman and Hovermale (1968). The low-resolution horizontal
grid (coarse mesh) superimposed on a polar stereographic map centered at
the pole has a grid length of 381 km, true at 60°N, so that with 51 X 55 grid
points it covers most of the Northern Hemisphere. The vertical coordinate of
the model is given by oo = p/p,, where p is the pressure and p, is the surface
pressure. The geopotential and horizontal wind components are predicted at
the levels o = 0.1, 0.3, 0.5, 0.7 and 0.9 while the “vertical velocity” do/dt is
carried at o = 0.2, 0.4, 0.6 and 0.8. The coarse-mesh model uses the terrain
heights given by Berkofsky and Bertoni (1955) and the drag-coefficient field
of Cressman (1960).

The area covered by the fine-mesh model is delineated by the square in Fig. 1.
The locations of the coarse-mesh grid points within or on the boundary of the
fine-mesh area are shown by crosses. In order to resolve topographical features
such as the St. Lawrence and Richelieu Valleys, a fine-mesh grid interval of
38.1 km, one-tenth of the standard one, was adopted so that the square of Fig. 1
contained 51 X 51 grid points (including boundary points). The height of the
terrain over the fine-mesh area was extracted from maps at every half a degree
of latitude and longitude and then interpolated to the grid points. More details
on the interpolation procedure can be found in Allard (1974) but it should
suffice here to show the resulting contoured topographical grid-point field given
in Fig. 2. It can be seen that the Laurentian Plateau (upper part of Fig. 2) and
the St. Lawrence Valley (line a-B-c) are well resolved while the Richelieu
Valley (B-D) creates a well defined north-south break in the Appalachians.

The values of the drag coefficient at the various grid points of the fine mesh
were assigned following the method of Cressman (1960). The drag coefficient
was assumed to be the sum of a first part, C; = 0.13 X 10~2, and a second part
C. which depends on h,, the height of the terrain above mean sea level. Using
Cressman’s suggested values, C, was assigned values which increased from 0 for
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Fig. 1 The area of integration of the fine-mesh model. The grid points of the coarse-mesh
model on or within the fine-mesh area are shown by crosses.

h,=0100.50 X 10—2for h, = 2750 feet. The field of C, thus obtained showed
values ranging from 0.13 x 10-2 to 0.63 X 10~2 over the fine-mesh area and
was a mere reflection of the topography.

The procedure for the experiment was the following. Using the low-resolu-
tion topographical and drag-coefficient fields, the coarse-mesh model was inte-
grated for 24 hours over the Northern Hemisphere, the semi-implicit formula-
tion of the model allowing the use of one-hour time steps. The resulting 20- and
24-hour forecasts were saved, the former for further use as input to the fine-
mesh model and the latter for comparison purposes. The horizontal wind and
geopotential forecast fields for hour 20 were then interpolated to the fine mesh
at each of the 5 sigma levels over the area shown in Fig. 1 and & was set equal
to zero. The fine-mesh limited-area model was then integrated using the high-
resolution topographical and drag-coefficient fields for a further period of 4
hours (hour 20 to 24) with time steps of 6 minutes. Finally this high-resolution
forecast for hour 24 was compared with the lower-resolution forecast valid for
the same time.
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Fig. 2 Fine-mesh topographical field in thousands of feet.

For the fine-mesh forecast both horizontal wind components and the normal
gradient of the surface pressure were kept fixed in time along the outer bound-
ary of Fig. 2. Such simplified boundary conditions are of course applicable
only for very short forecasts and there is little doubt that the use of time-
dependent boundary conditions would constitute an improvement. It was felt,
however, that in a first approach with the present model it would be justifiable
to test the general procedure with time-independent boundary conditions espe-
cially since the fine-mesh integration extends only over 4 hours, over which
time period the flow at the boundary can change very little. Further, in order
to minimize the effect of the boundary conditions on the results to be discussed
in the subsequent sections, only that part of the forecast within the inner rec-
tangle of Fig. 2 was retained for discussion. It should be noted that the latter
area is sufficiently large to include the Richelieu Valley and the major portion
of the St. Lawrence Valley.

The above procedure implies that for the first 20 hours the small-scale to
large-scale interactions are neglected, except for the fact that the drag coefficient
used in the large-scale model increases in mountainous areas to simulate the
drain of energy on the large scale by mountain-generated gravity waves (Cress-
man, 1960). While the approach will be assumed valid for the present study,
where the small-scale orographic features have relatively small amplitudes, it
should be realized that a more sophisticated approach may be required in areas
of very large amplitude small-scale topography.
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Fig. 3 Root mean square of the wind direction change (relative to + = 20 hours), in
degrees, as a function of time for the fine-mesh model.

3 The time evolution of the fine-mesh forecasts

An inspection of the fine-mesh wind-direction field displayed at regular inter-
vals of 30 minutes (5 time steps) at o = 0.9 (not shown here) indicated that
the latter varied continuously for the first 3 hours or so, after which definite
patterns were established. To represent this time evolution quantitatively, the
root mean square of the difference between the wind direction at time ¢ and that
at t = 20 hours was computed at the level o = 0.9. The results are presented
in Fig. 3 for three different sets of initial data: case 1 (00Z, 26 March 1971),
CASE 2 (00Z, 13 January 1973) and case 3 (00Z, 7 April 1973). The time
evolution mentioned earlier is clearly shown for cases 2 and 3 and, to a lesser
extent for case 1. We note, in particular, that after about 4 hours the high-
resolution topographical influence on the wind direction is of the order of 10
degrees.

The introduction of the high-resolution topographical and drag-coefficient
fields at t = 20 hours can clearly be expected to lead to the generation of gravity
waves. During the integration the high frequency part of the wave spectrum has
been damped with time by the use of a frequency filter incorporated into the
finite-difference time-stepping scheme. The latter has the form

F*(1+a1) = F(—At) + 2at(0F /1) *,
F(t) = F*(1) + 0.5v [F*(t+At)—2F*(1) + F(t—At)],

which was first used by Robert (1966). In the above, an asterisk represents a
preliminary value and the absence of an asterisk indicates the final value. For
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Fig. 4 Root mean square of the surface pressure change (relative to ¢ = 20 hours), in mb,
as a function of time for the fine-mesh model.

the fine-mesh model » was set equal to 0.33. The characteristics of the filter
have been discussed by Asselin (1972).

The root mean square surface pressure change (relative to { = 20 hours)
was also computed as a function of time in the fine-mesh model. The results,
shown in Fig. 4, indicate that an important fraction of the adjustment in the
surface pressure takes place within the first hour of the fine-mesh integration.
This stands in contrast with the wind direction field at ¢ = 0.9 (Fig. 3) which
adjusts more gradually to the new topography and surface friction. In other
words, the vertically integrated mass field changes appear to result mainly from
relatively fast wave motions while the low-level wind-direction field adjustment
seems to reflect the presence of slower oscillations, most likely of the internal
gravity-wave type.

As already mentioned, Rousseau and Pham (1970) have obtained adjust-
ment periods of about two to three hours in similar experiments. Their fine-grid
primitive-equation baroclinic model was initialized by means of an idealized
flow in geostrophic balance and integrated with a centered time scheme without
frequency filter, using cyclic boundary conditions in the horizontal. Considering
the present results shown in Figs. 3 and 4 and the fact that Rousseau and Pham
seem to have estimated the adjustment period by a qualitative inspection of the
predicted fields, it would appear that the two independent estimates of the
adjustment period are not significantly different.

In the next section some fine-mesh forecast fields at + = 24 hours will be
discussed and comparisons will be made with the coarse-mesh forecast valid
at the same time.
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Fig. 5 Streamlines (solid lines) at ¢ = 0.9 resulting from a 24-hour coarse-grid integra-
tion. The dashed lines are topographical contours at every thousand feet (used
in fine-mesh model only). They will appear on all subsequent figures.

4 The wind forecast after the adjustment period

We will now examine some of the forecast fields for case 1 (cases 2 and 3
yielded similar results). Fig. 5 shows the streamlines at o = 0.9 over the inner
rectangle of Fig. 2, as obtained from the 24-hour coarse-grid integration. The
dashed lines are the contours of the high-resolution topography. They are
presented here for reference only, since they were not used in the coarse-grid
integration. It should be noticed that the case being examined is one in which
the predicted low-level wind is from the northwest.

After subtracting the coarse-grid wind-direction field from the fine-mesh one
valid at the same time, the difference field shown in Fig. 6 was obtained. It can
be seen that the fine-mesh low-level wind rotated clockwise by up to 24 degrees
in the Richelieu Valley thus becoming more nearly parallel to the north-south
valley. On the other hand, a counter-clockwise rotation of up to 18 degrees was
obtained near the centre of the figure, showing the chanelling effect of the valley
between the higher ground to the north and south.
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Fig. 6 Difference in wind direction (degrees) between fine- and coarse-grid forecasts
at ¢ = 0.9, t = 24 hours. A positive (negative) value means that the fine-mesh
wind was rotated clockwise (counterclockwise) with respect to the coarse-mesh
wind.

The isotachs at o~ = 0.9 resulting from the 24-hour coarse-grid integration
are presented in Fig. 7 while the difference between the coarse-grid and fine-
grid wind speeds is shown in Fig. 8. It can be seen that in general the fine-mesh
model yields lower wind speeds over the St. Lawrence Valley and higher
wind speeds over the higher terrain, as compared to the coarse-mesh model. In
other words, the air is found to accelerate as it flows over an obstacle and to
decelerate as it comes to a valley.

The horizontal wind divergence field at & = 0.9 resulting from the fine-mesh
integration is presented in Fig. 9. While there is relatively little divergence or
convergence over nearly uniform terrain, areas of large divergence and con-
vergence are found on the windward side and lee side, respectively, of the higher
mountains. This is in agreement with the earlier results which showed, in par-
ticular, that on the windward side of a mountain part of the flow accelerated
in going over the mountain while the rest of the flow was deflected around it.
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Fig. 7 Isotachs (m s—1) at ¢ = 0.9 resulting from a 24-hour coarse-grid integration.

The vertical velocity w = dp/dt at & = 0.9 is shown in Fig. 10 in units of
ub s—1. Remembering that the flow is generally from the northwest it is not
surprising to find the regions of negativesw (rising motion) on the windward
side of the mountainous areas and the areas of positive w (sinking motion) on
the leeward side. Maximum values of = 5 ubs~' (about = 5 cm s—1) as well
as maximum gradients are found near the roughest areas. Over the Atlantic
{southeast corner) and the Laurentian Plateau (northwest region) the vertical
motion remains very small while the the air is slowly sinking on the northern
side of the St. Lawrence Valley and rising on its southern side.

5 Conclusion

The numerical experiments indicated that a period of about three to four
hours is required for a large-scale flow-pattern to adjust reasonably well to the
fine-scale topography. The deflecting action of the main mountains and valleys
was demonstrated and the vertical-motion field created by the air flow over
the topography was discussed.
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Fig. 8 Difference in wind speed at ¢ = 0.9, # = 24 hours, between fine- and coarse-grid
forecasts, in m s—1. A positive (negative) value means a greater (smaller) wind
speed in the fine-mesh forecast.

It appears that with suitable refinements the procedure used in this study
could be of practical value for regional forecasting. The present model would
require approximately 20 minutes of computer time on the cpc Cyber 76 to
produce a 36-hour adjusted forecast (about 10 minutes for the initialization
and 32-hour coarse-grid hemispheric forecast and about 10 minutes for the
4-hour limited-area fine-mesh forecast). ‘

One of the refinements which should be included in the model in further
experiments has already been mentioned, namely, the use of time-dependent
boundary conditions. A further improvement in the results could also be ex-
pected by increasing the number of “horizontal” levels of the models since the
short scale features discussed in this paper are rather shallow (only minor
effects on the wind field were obtained at o = 0.7 while the flow was essentially
undisturbed at o = 0.5 by the small-scale topography). Finally the usefulness
of the approach would be enhanced by the introduction of the moisture equation
in the model since the latter could then produce quantitative forecasts of oro-
graphic clouds and precipitation rates.
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Fig. 9 The horizontal wind divergence field of the fine-mesh forecast at ¢ = 0.9, t = 24

hours, in units of 10—5 s—1,

Fig. 10 The vertical motion « for the fine-mesh forecast at ¢ = 0.9, t+ = 24 hours in

y.b s—1,
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NOTES AND CORRESPONDENCE

A NOTE ON MESO-SCALE BARRIERS TO SURFACE AIRFLOW
H. P. Wilson

Edmonton, Alberta, 5 September 1974

The writer first encountered the problem of anomalous winds near steeply
sloping terrain soon after the Arctic Forecast Team went into operation at
Edmonton in 1950. At several of the stations within our analysis area, the
usual relationships between surface and gradient-level winds did not appear
to hold very well. From study of thousands of surface reports and wind sound-
ings, it was evident that although the deflection angle averaged about 25°, which
is normal, the ratio of surface to gradient speed tended to vary with the direction
of flow. For example, at Resolute, with sw flow the ratio was usually less than
0.4, but with flow with an ENE component, the ratio was frequently greater
than unity, and sometimes as high as 2.0. That station is on the south coast of
Cornwallis Island, which is roughly 80 kilometers in diameter, with interior
elevations around 250 meters. At that time we were aware of the diagram on
page 78 in Lamb’s treatise, and of the promontory effect as discussed on page
240 in the Haurwitz textbook. However, we failed to recognize the significance
to our problem of an introductory remark in Queney (1948) about the “cyclonic
deviation of the wind flowing against a steep mountain range....”

The data on the directions of strong winds suggested the rule that they tended
to be anticyclonic around islands and cyclonic around bays and straits. A
similar rule appeared to be applicable to water motions around southern
Greenland, Baffin Bay, and Hudson’s Strait. This was taken as confirmation
of our rule for wind behavior on the assumption that water moves mainly in
response to wind stress.

In 1954, when we were given the task of selecting runway orientations for
the original 41 Distant Early Warning sites, without the benefit of climatological
data except for Cambridge Bay, that rule was used as a major consideration.
The direction of strong winds predicted for Hall Beach was NNw, for Longstaft
Bluff, on the east side of Foxe Basin, sk, and for Cape Dyer, Nw. These
forecasts have verified very well.

Later, it was learned from experience and compilations of data that the rule
could not be used when the lapse rate was neutral or nearly neutral. In such
cases, the behavior was close to normal.

The exchange of correspondence between Sheppard (1956) and Scorer
(1957) provided the first clue on where to look for an explanation. Sheppard
asked how a surface parcel could climb over a mountain, considering that its
supply of kinetic energy could easily be exhausted by work against buoyancy
before reaching the level of the crest. In reply, Scorer pointed out that it could
turn to the left in front of the barrier and gain the energy required from work
done during the motion across the isobars toward lower pressures,
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The following is a simplified version of Sheppard’s derivation. Neglecting
water vapor and surface friction, the energy per unit mass expended during
the climb may be obtained from the relationship, dw/dt = —s?z, where w is the
vertical velocity, z, the departure from the level of rest, s> = g(96/¢z) /0, g, the
acceleration of gravity, and 6, the potential temperature. Integrating, A(w?/2)
= s5%z2/2. If the source of energy for the climb is the kinetic energy of the un-
disturbed flow, U?/2, the level of exhaustion is givenby z = U/s.

Identifying U as the geostrophic wind, and taking surface friction into ac-
count, the level of exhaustion for a surface parcel is roughly 0.6 U/s. For an
isothermal condition, 1/s has a value of about 50 seconds, and for U = 8
meters per second, to represent mean geostrophic wind spzeds, the exhaustion
level is about 240 meters.

The change of kinetic energy resulting from cross-isobar motion may be
described in the form, d(V2/2)/dy = (u/v)du/dt + dv/dr, where V2 = u? + 2.
Using the equations for simple horizontal motion, du/dt = fv and dv/dt =
f(U — u), where f is the Coriolis parameter, A(V2/2) = fUAy. Neglecting
friction so that ¥ = U upstream, exhaustion occurs with a displacement to the
right of U/2f, and V2/2 is doubled by an equivalent departure to the left. With
respect to a parcel that is headed toward the center of the barrier, the width
that is significant with regard to exhaustion at the right side is U/f. Taking
surface friction into account, the barrier width required for stoppage on the
right is about 0.36 U/f. As 1/f is about 3 hours, with U = 8 mps, 0.36 U/f is
roughly 30 kilometers.

If a 10% reduction of speed in front of the barrier is regarded as a threshold
for a detectable effect, it may be seen that the corresponding dimensions are
1.0 —(0.9)% = 0.19 times those required for stoppage.

These two parameters, U/s and U/f, first appeared in the literature, as a
pair, in papers on lee-wave theory. A convenient reference is Corby (1954).
It may be seen that both are prominent in the basic equation on page 497.
Figure 3 in Queney (1948) may be regarded as an illustration of how they
may combine to influence the pattern of flow over a meso-scale barrier.

Also, they may be considered in relation to the Froude (F) and Rossby (Ro)
Numbers, as discussed on page 272 of Hess (1959). In the present context,
with buoyancy as the gravitational force, F = U?2/h2s2, where h is the barrier
height. Neglecting surface friction, with F > 1, the incident flow goes directly
over the barrier, and with F < 1, it is forced to detour horizontally. The effect
of the barrier becomes detectable with F = 25 and increases with F decreasing
toward unity.

Similarly, Ro, may be defined by Ro = U/bf, where b is the barrier width.
With F < 1, and Ro > 1, the incident flow is split equally in front of the barrier,
but if Ro < 1, practically all of it detours around to the left. The effect of the
barrier is detectable with Ro = 5, and it increases as Ro decreases toward unity.

In conclusion, although our homely rule-of-thumb has been useful opera-
tionally, it seems evident that the parameters, U/s and U/f, as a pair, can be
used to advantage in dealing with the problem of airflow near meso-scale
barrijers.
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