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ABSTRACT
The frictional force exerted on the
atmosphere over Lake Erie is in-
vestigated by incorporating synoptic
weather data into boundary layer
theory. Over-water data obtained dur-
ing a severe winter storm by the CCGS
N.B. McLean on Lake Erie are used.
The friction force is a function of
the drag coefficient C4. The following
expression for Cq is developed which
depends primarily on synoptic data:
Cq = f|V,|AV =2 sin 8, where § is the
angle between V and Vy. Drag coeffi-
cients were calculated using values of

determined from constructed tempera-
ture profiles. This depth varies con-
siderably with stability. Approximate
values are 4 = 0.1 km for stable, 1 km
for neutral, and 1.8 km for unstable
conditions.

Drag coefficients over water for un-
stable conditions appear to be two to
ten times larger than for stable circum-
stances, and are up to eight times the
value suggested by Cressman (1960).
C, also varies according to whether it
is computed for an over-water, an up-
wind or a downwind location.

the boundary layer depth # which were

1 Introduction

Non-adiabatic and windy conditions often prevail during mid-latitude winter
storms. The incorporation of these characteristics into numerical prognoses
is being studied at the University of Waterloo (Danard, 1971). Frictionally-
induced fluxes of sensible heat and water vapour are included in the numerical
model as spatially varying quantities (Danard and Rao, 1972). The influence
of large water bodies is felt through these fluxes, which in turn are dependent
on the drag coefficient. These energy flux terms make especially large contri-
butions to the deepening of a storm in locales where a cold air mass comes in
contact with a warm body of water. Is the standard value of the drag coefficient
for water surfaces, as determined by Cressman (1960), suitable for this situa-
tion?

The present study utilizes data obtained on Lake Erie and from surrounding
weather stations during the 25-27 January 1971 storm, which was especially
severe in the Southern Ontario-Central New York area. These synoptic weather
observations are incorporated with boundary layer theory to develop an expres-
sion for calculating the drag coefficient. The next section discusses this deriva-
tion. The following sections are concerned with the data used and analyses per-
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formed, the influence of stability on the boundary layer thickness, and the drag
coefficients obtained.

2 Derivation of expression for drag coefficient
The equation governing atmospheric motion can be expressed as

o
A — —ayup — fExV + F (1)
where dV/dt is the acceleratlon of the air parcel, — aV #P is the horizontal
pressure force, — fk X V is the Coriolis force and F is the friction force, all
forces per unit mass. Surface trajectory calculations show that the acceleration
term, especially for over-water locations, is small compared with other terms
in Eq. (1) and can be ignored. The friction force then balances the pressure
and Coriolis forces and must be included in numerical prognoses of storm
system development

Let F = — F7, where 7 is the unit vector directed along the observed surface
wind (at 10m); the frictional force is assumed to act oppositely to the surface
wind. The magnitude of the friction force may be written

F = —a|y,P|sind )
F = f|V,)sind (3)
where o 1s the specific volume, & is the angle between the geostrophic (V ) and

surface (V) winds, and f is the Coriolis parameter.
The frictional force is often represented in boundary layer theory by

F=—-2 @
where 7 is the horizontal stress which is assumed to vary linearly with height in

the frictional boundary layer. In finite difference form Eq. (4) becomes

17, = 7,

— )
where £ is chosen to be the height where the shearing stress due to surface fric-
tion becomes negligible, and z = 0 for 7,. The surface stress 7, has the empir-
ically determined form ‘

F:

T, = —pC,VH (6)

where C, represents the drag coefficient at the height of the observed surface
wind.
Setting 7, = 0, combining (5) and (6), and using (3), gives

[V.)h sin

c, =L 1¥lhsind %)

Expression (7) represents the drag coefficient at z = 10 m. The assumptions
made in deriving this formula imply a simple model of the wind stress caused
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Fig. 1 Location of cces N.B. McLean on Lake Erie at observation times. Numbers indi-
cate successive positions. Wind speeds shown by full (10 m sec—1) and half (5 m
sec—1) barbs.

by friction near the earth’s surface. However, Eq. (7) is identical, save for the
absence of the thermal wind term, to the “angle equation” of Venkatesh and
Csanady (1973). The latter equation is based on a more sophisticated model
than that employed in this paper; therefore the similarity of the two equations
is encouraging.

3 Initial data and analyses performed

The low-pressure system associated with the storm of 25-27 January 1971
originated east of the Montana Rockies; when over Wisconsin it rapidly devel-
oped into an intense winter storm, bringing gale-force winds and heavy drift-
ing to the Lake Erie region and up to 40 cm of snow in the London, Ontario,
area (see Fig. 1). During this time, the ice-breaker ccGs N.B. McLean was
cruising on Lake Erie taking weather observations. The successive locations
of the ship are plotted in Fig. 1, as well as the winds observed.

Information from the hourly teletype networks surrounding the Great Lakes
was used in conjunction with the ship reports to draw separate streamline and
pressure analyses. After the two independent analyses were completed, the
maps for each time period were superimposed and the angle 6 between the
streamlines and isobars was determined for each point where a drag coefficient
calculation would be made. The geostrophic wind at that point was also cal-
culated.

Drag coefficients for the N.B. McLean and for near-shoreline locations up-
wind and downwind of Lake Erie (see Appendix) could then be determined.
As a first approximation in these computations, 4 (the depth of the friction
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25 JANUARY 1971 26 JANUARY 1971 27 JANUARY 1971t
12002 00002 00002
{a} SLIGHTLY STABLE (b} STABLE {c} VERY UNSTABLE

Fig.2 ‘Temperature soundings constructed for N.B. McLean plotted on tephigram for
(a) slightly stable, (b) stable, and (c) very unstable conditions. Temperatures
are in degrees Centigrade. Dashed lines in (a) and (c) indicate dry adiabats. Note
water temperature (T,) observed by N.B. McLean compared to surface air tem-
perature (lowest x).

layer) was assumed to equal 1 km in accordance with previous boundary layer
studies. However, most theoretical representations of the boundary layer are
based on conditions of neutral stability. Therefore an empirical parameteriza-
tion of the stability in terms of 4 was developed which could be used in Eq. (7)
for the observed non-neutral conditions.

This was done by plotting the upper air temperatures observed at 50 mb
intervals (from 950 to 600 mb) by the six radiosonde stations nearest to Lake
Erie (SSM, GRB, FNT, PIT, DAY, BUF). The horizontal field was then drawn for
each level and temperatures were interpolated for the location of the McLean
and of the upwind and downwind stations. These values and the surface air
temperature (also water temperature for the McLean) were plotted on a
tephigram, giving a reconstructed vertical profile above each point.

Thus three temperature profiles were available for each time. These recon-
structed soundings generally gave a clear visual indication of the top of the
mixed layer. Specifically, this limit was taken to be the level closest to the earth’s
surface where the rate of increase of potential temperature became greater than
approximately 5°C per 50 mb. For example, in Fig. 2(a) this occurs at 900 mb,
in Fig. 2(b) at 985 mb (the surface), in Fig. 2(c) at 650 mb.

4 Influence of stability on boundary layer thickness
Table 1 shows the median values of the boundary layer depth (in km) obtained.

The medians include data from the three locations, but are segregated accord-
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TaBLE 1. Median and range of boundary layer

depths.
Median Range
(km) (km)
Stable 0.1 (estimated) 0.100.14
Neutral 0.9 0.87-0.91
Very unstable 1.8 1.63-1.90

TABLE 2. Drag coefficient (C4) and top of friction layer (4) for land and water
locations. Stability categories are: stable (s), neutral (N), unstable (u).

Cd h

Time Location Stability’ (x10-3%) (km)
12z 25 Jan Upwind (gr1) N 31.8 0.90
McLean N 3.93 0.91

Downwind (BUF) N 2.67 0.87

00z 26 Jan Upwind (Err) s 0.162 0.12
McLean s 1.02 0.12

Downwind (MK) S 0.236 0.12

12z 26 Jan Upwind (ToL) u 39.4 1.63
McLean s 0.092 0.14

Downwind (MK) s 1.45 0.13

00z 27 Jan Upwind (DTW) U 25.1 1.80
McLean u 6.15 1.80

Downwind (CLE) u 30.6 1.80

12z 27 Jan Upwind (p1wW) u 29.5 1.90
McLean u 4.12 1.89

Downwind (CLE) U 125. 1.90

YMcLean stability determined by Tai; Twarer and 86/0z on tephigram; others
determined by 06/0z only.

2Entire lower atmosphere was stable. h = 0.1 km assumed for sake of com-
putation.

ing to observed low level stability. The range of the depths within each stability
category is quite small, as shown in the last column. The small variability may
be due to the lack of fine resolution inherent in the procedure used to construct
the temperature profiles. However, the disparity between the medians for the
different stability cases is large. These lake-storm data follow the same trend as
the Wangara data (Venkatesh and Csanady, 1973), although here the ratio of
unstable to stable values is much larger. Perhaps this is because extremely
stormy conditions were prevalent over Lake Erie during the period of obser-
vation.

The boundary layer depths (4) determined from the constructed tempera-
ture profiles are shown in Table 2, as well as the drag coefficients (C,) obtained.
The strong dependence of 4 values on stability is particularly noticeable at 12Z
26 January when the upwind station was located in the unstable sector behind
the cold front. The McLean and the downwind station were still in the warm
stable air.

6 Joan Vyverberg Jensen
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Fig.3 Drag coefficients as a function of wind speed. Values are for studies conducted
during high winds (after Wada, 1969). 4 indicates values computed in this study
from McLean data during times of stable (s), neutral (su) and unstable (U)
temperature profiles.

S Computed drag coefficients

The suitability of the commonly accepted values of the drag coefficient in situa-
tions where high winds are observed is questionable. Fig. 3 shows C, values
obtained by Wada (1969) and summarizes her review of other studies which
utilize wind velocities approaching typhoon magnitudes. Also on Fig. 3 are
the five McLean drag coefficients computed in this study (+). For a given wind
speed observed by the McLean, the “unstable” drag coefficients are many times
larger than the “stable” values. Note that while individual points are plotted
for the Sverdrup, Wada and Jensen studies, the data from other studies have
been summarized by one or two lines. Therefore the scatter shown by the sepa-
rate points is not necessarily inconsistent with results from the other studies.
Additional data obtained at high wind speeds and non-neutral stabilities would
be helpful in further defining the pattern emerging on Fig. 3.

Table 3 shows the median values for the drag coefficients in Table 2, sepa-
rated by location and stability. The effect of instability is again very noticeable;
however, the variation is opposite in sense to that which might be expected
intuitively. This is being studied further.

Because of the small size of the data sample, the derived values of Cy should

A Synoptic Parameterization of the Drag Coefficient 7



TaBLE 3. Medians of drag coefficients in Table 2.

Drag coefficient

(x107%)
Stability Upwind McLean Downwind
Stable 0.162 0.55 0.84
Unstable 29.5 5.13 77.8

only be viewed as indicating the order of magnitude. However, the data on
Fig. 3 and the medians given in Table 3 imply that for unstable windy condi-
tions the drag coefficient is much higher than the value of 1.2 X 10—2 normally
used.

6 Conclusion

Heat and moisturc exchanges at the air-earth interface are known to be greater
during unstable conditions. Using a variable 2~ when computing the drag co-
efficient emphasizes the effect of these exchanges. The destabilizing influence
of the lakes on downwind locations is shown by the downwind drag coefficients,
which are larger by a factor of three than the upwind values. Thus it appears
that the exchange terms incorporating the drag coefficient should be adjusted
according to land-water location and atmospheric stability. The wind velocity
also appears to have a large influence, although extreme variability of wind
speeds precludes any systematic categorization in this paper.
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Appendix
Locations of Drag Coefficient Calculations.
McLean
Locater
Date/Time Point Upwind Downwind
25 January
12z 1 ERI BUF
26 January
00z 4 ERI MK
26 January
12z 5 TOL MK
27 January
00z 9 DTW CLE
27 January
12z 10 DTW CLE
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of Objective Analysis and Numerical Prediction Models
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[Manuscript received 28 January 1974]

1 Introduction

During the first two decades of numerical weather prediction (NWP) dynamical
meteorologists have focussed their efforts upon the objective data analysis,
simulation and numerical prediction of large scale (~ 4000 km) weather sys-
tems of middle and high latitudes. Though these techniques have shown steady
improvement over the years, they have suffered from the deficiency of being
unable to resolve the finer-scale atmospheric systems such as frontal cyclones,
low-level and upper-level frontal zones and squall lines, which are the essential
“weather producing” systems that operational meteorologists must deal with
on a daily basis. The “weather forecaster” should be aware that these deficiencies
in NwP were imposed by the core storage and speed limitations of the early
electronic computer systems. Hence, the exclusion of small scale weather sys-
tems from early NWP was not the result of an unawareness on the part of the
model builders but a constraint imposed by the technology of the times.

With the advent of increased computational speed and core storage of
present day electronic computers, dynamical meteorologists are directing their
efforts toward the development of fine-mesh limited-area numerical weather
prediction models. The primary objective of this new direction in numerical
modeling is to obtain increased accuracy in short-range (12 hr to 48 hr)
weather forecasts by incorporating small-scale (frontal and meso-convective)
dynamical and thermodynamical physics into the prediction models.

The current trend in fine-scale model development is one of increasing both
the horizontal and vertical grid resolution of existing large-scale coarse-mesh
models and applying the high-resolution fine-mesh model over limited regions
of rich upper-air data coverage. These modeling efforts consist of solving the
primitive equations of motion in coordinate systems with horizontal surfaces
defined relative to a vertical coordinate of pressure, p, height, z, or sigma, o,
(o = P/po where p, is the pressure at the earth’s surface).

An alternate approach to the problem of incorporating frontal-scale pro-
cesses into numerical weather prediction models is currently being undertaken
by the NCAR Small Scale Analysis and Prediction Project. The approach uses
potential temperature, 6, as the vertical coordinate with respect to which both
objective data analysis and numerical prediction models are being formulated.

The motivation for performing frontal-scale numerical weather prediction

1The National Center for Atmospheric Research is sponsored by the National Science
Foundation.
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Fig. 1 Hand analyzed cross section of potential temperature, solid lines and observed
wind speed, dashed lines through a middle-tropospheric frontal zone-jet stream
system (after Duquet e al., 1966).

on surfaces of constant potential temperature rather than on conventional z,
p, or o coordinate surfaces, stems from two basic properties of fronts. First,
within frontal zones, the large-scale (~ 1000 km) variation of pressure and
velocity on isentropic surfaces as compared to the small-scale (~ 100 km)
variation of potential temperature and wind velocity on z, p, or o surfaces (see
Shapiro, 1970) permits the use of a coarse resolution horizontal mesh in 6-
coordinates as compared to the required fine resolution mesh of conventional
coordinate models. This may be seen in Fig. 1 by comparing the scale of the
isentropic variation of pressure and wind velocity of the 310°K @-surface situ-
ated within a strong middle-tropospheric frontal zone, with the scale of the
variation of potential temperature and velocity on the 450-mb pressure surface
which cuts across the 100-km wide frontal zone.

Secondly, a uniform vertical resolution (equally-incremented isentropic sur-
faces) @-coordinate model is in effect a variable vertical resolution model in
that frontogenesis and frontolysis appear as changes in separation distance be-
tween isentropic surfaces; i.e., in frontal regions with strong vertical gradients

Isentropic Coordinates in NWP 11



the isentropic surfaces are closely packed, whereas in regions above and below
fronts the isentropic surfaces become widely separated. This characteristic is
illustrated in Fig. 1, where the vertical separation of 5°K increment isentropic
surfaces ranges from 0.2 km within the frontal zone to 1 km on either side
of the zone.

It is the purpose of this article to present a brief overview of some preliminary
results of the isentropic coordinate approach to objective data analysis and
numerical simulation of frontal zone-jet stream weather systems that is currently
being undertaken at the National Center for Atmospheric Research.

2 Objective analysis in isentropic coordinates

Historically, synoptic meteorologists have used vertical cross-section analyses
to specify the spatial and temporal distribution of temperature and wind velocity.
The primary usefulness of this analysis tool lies in its ability to define frontal-
scale horizontal gradients from the detailed vertical information content of
synoptically-spaced upper-air observations. Fig. 1 shows an example of a hand-
analyzed cross-section depicting frontal structure as taken from Duquet e? al.
(1966). The tedious and laborious nature of constructing such analyses has
until now prevented their operational use by weather forecast centers.

In a recent study, Shapiro and Hastings (1973) developed an automated
computerized routine for preparing objective cross-section analyses of poten-
tial temperature and geostrophic wind speed. The essence of the numerical
technique is the use of Hermite polynomial interpolations to specify the distri-
bution of pressure on isentropic surfaces between upper-air sounding reports.
Vertical consistency between adjacent isentropic surfaces is imposed through
Hermite interpolation of the inverse of thermal stability, dp/d6, on isentropic
surfaces. The results of applying this computerized analysis scheme to the upper-
air station data of Fig. 1 are presented in Fig. 2. A comparison between Figs. 1
and 2 reveals that the computerized isentropic scheme produces a frontal-
scale potential temperature analysis which is nearly identical to the hand an-
alysis. Furthermore, the objective scheme requires less than 1 second of cpc
6600 computer time, thus making possible its utilization in operational weather
analysis and prediction.

The technique of imparting vertical consistency to isentropic coordinate ob-
jective analysis is being used to develop three-dimensional (x, y, ) computer-
ized analysis schemes which depict the three-dimensional temperature and
velocity structure of middle-latitude weather systems containing fronts. The
ability of these schemes to resolve frontal-scale gradients from synoptically-
spaced observations is shown in Fig. 3, where the 500 mb potential tempera-
ture analysis was arrived at by coordinate transformation and interpolation
from a coarse mesh (381 km grid resolution) multi-level (40 levels with 2%2 °K
resolution) isentropic analysis to a fine-mesh (64 km) constant pressure sur-
face analysis. Prior to the development of these analysis techniques, it required
months of hand analysis to depict the three-dimensional structure of fronts for
a single synoptic map time. With the use of the computerized objective schemes,
it is possible to perform the same task in 20 minutes of cpbc 6600 computer time.

12 M. A. Shapiro
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Fig. 2 Computer analyzed potential temperature and geostrophic wind velocity com-
ponent for cross section data in Fig. 1.
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Fig. 3 Computer analyzed 500-mb potential temperature analysis (°K) obtained from
coordinate transformation (¢ to p) of a 40-level three-dimensional isentropic
coordinate objective analysis scheme.
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Fig. 4 Computer simulation of cyclogenesis and frontogenesis at the earth’s surface.
Isobars at 4 mb intervals, solid lines; isentropes at 2 °K intervals, dashed lines.

3 Numerical weather prediction in isentropic coordinates

The isentropic coordinate approach to numerical weather prediction has re-
ceived little attention during past years, because it was thought to contain sev-
eral insurmountable problems. A primary difficulty, it was thought, would
arise when isentropic surfaces intersect the earth’s surface, resulting in numer-
ical instabilities which would contaminate the forecast. This notion has since
been dispelled by Eliassen and Raustein (1968, 1970), who have presented
and tested a lower boundary condition on a six-level isentropic coordinate
primitive equation model. Integrations out to 96 hours with one isentropic
surface intersecting the ground gave rise to no instabilities at the intersection.
It was also thought that the use of isentropic coordinates in a prediction model
would result in an “entwining” of the integrating surfaces (generation of super-
adiabatic layers) which would destroy the forecast in a short number of time
steps. This problem did not occur in either the six-level model of Eliassen and
Raustein (1970) or the finer vertical resolution (20 levels) NCAR isentropic
prediction model. Another possible difficulty usually cited is related to the
methods of including diabatic processes and their effects in an isentropic co-
ordinate mcdel. Research by Deaven in the development of a diabatic boundary
layer for isentropic coordinate models, and Bleck’s efforts at inclusion of pre-
cipitation processes, are current NCAR efforts toward a solution of this problem.

Two approaches to performing numerical weather prediction in isentropic
coordinates are currently under development by the NCAR Small Scale Analysis
and Prediction group. The first, by Bleck (1973), uses filtered prediction
equations which are initialized with the above described analysis scheme. The
filtered model is based upon conservation of geostrophic potential vorticity and
has been used to make daily 36-hr weather predictions on the NcAr 7600 and
6600 computers.

A second approach to isentropic numerical weather prediction by Shapiro
and Kingry has been formulated using the primitive equations of motion. The
prediction model is similar to that developed by Eliassen and Raustein (1970),
with the addition that it contains 20 vertical levels, several of which intersect
the ground topography. Results from a periodic lateral boundary condition
(channel flow) version of this model have demonstrated its capability of gen-
erating fronts of a structure similar to those observed in the aimosphere. Fig. 4

14 M. A. Shapiro
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Fig. 5 [Initial state 00-hr and 24-hr computer simulation of upper level frontogenesis at
350 mb as obtained by coordinate transformation (¢ to p) from a 20-level isen-
tropic coordinate primitive equation model. Potential temperature (°K), solid
lines; wind speed (m sec—1), dashed lines.
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shows a simulation of low-level cyclogenesis and associated frontogenesis with
this primitive equation model, where six isentropic surfaces intersect the ground
with no resulting instabilities.

The ability of the isentropic-coordinate primitive-equation model to simulate
upper-level frontogenesis is shown in Figs. 5 and 6. The frontogenesis in both
the wind and potential temperature fields bears a striking similarity to that
shown in the cross-section analysis of Fig. 1. Calculations of potential absolute
vorticity demonstrate the model’s realistic simulation of the stratospheric-
tropospheric intrusion process with attendant frontogenesis as described by
Reed and Danielsen (1959) and Danielsen (1964).

Starting in the winter of 1974, numerical weather forecasts will be made at
NCAR using both filtered and primitive equation models in order to assess their
utility for short range (12 to 48 hr) forecasts over the continental United States
and southern Canada. Comparisons will be made with conventional models to
determine if increased forecast accuracy of middle-latitude baroclinic weather
systems is obtainable by framing both the objective analysis and prediction
models in isentropic coordinates.
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An Operational Windchill Index

H.T. Beal
Prairie Weather Central, Winnipeg International Airport, Winnipeg, Canada
[Manuscript received 3 November, 1973]

ABSTRACT

The rate of heat loss from the human
body by low temperatures and wind is
commonly referred to as “Wind Chill”.
Traditionally the term means the rate
of heat removal from the bare skin
only. It neglects such important fac-
tors as clothing insulation, metabolic
heat generation and sunshine. This
paper presents a new windchill index

which includes the above parameters
and discusses its advantages over the
present concept of windchill. The prin-
cipal advantage being that the new
index may be directly correlated to
human comfort or discomfort. In addi-
tion, the windchill may be adjusted
for different clothing levels, metabolic
rates, and solar radiation.

1 Introduction

Large areas in Canada experience severe winters. Tempartures of —30°C with
windspeeds of 5 to 10 m/s are quite common over the prairies, for example.
The rate of heat loss from persons under these environmental conditions is sub-
stantial. Under these conditions individuals who must go outdoors are attentive
to the present temperature and windspeed and make a subjective estimate of the
amount of clothing to wear. Naturally it would be desirable if weather offices
could give the public a single index which would relate human comfort with the
present or forecast temperature and windspeed. Preferably this index should
indicate the amount of clothing to be worn and whether or not outdoor activity
is feasible.

Thus personal comfort under a given set of environmental conditions (ex-
cluding psychological aspects) should be optimum when there is no net gain or
loss of body heat.

In this report the author will endeavour to give a brief review of previous
studies in this field and to suggest a more complete index for personal comfort
than heretofore encountered in the literature.

2 Components of personal comfort
With the Canadian winter in mind, one can say that the thermal equilibrium of a
person depends upon:

1. Metabolic heat production.

2. Radiative exchange with the environment and the sun.

3. Heat loss by convective processes.

4. Heat conduction to ground or other objects.

5. Heat loss through the lungs.
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6. Effect of clothing to reduce convective, radiative, and conductive heat
losses.

7. Physiological variables such as sex, age, health, time of food ingestion,
and time of day.

8. Psychological effects such as length of darkness, snow and general state
of mind.

3 History
As human discomfort during winter conditions is a difficult parameter to express
mathematically, formulas have been developed to relate personal discomfort
to the rate of heat loss Q from the body.

Now many of the early experiments produced relationships of the form

Q=h(T,—-T),

where Q is the rate of heat loss (windchill) in kcal/m? hr, T, and T the skin
surface and ambient air temperature, respectively in °C. The heat transfer
coefficient is

h=a+ bV*+cVm,

where a, b and ¢ are constants, V the windspeed (m/s) and n and m are expon-
ents. The various forms of 4 are illustrated in Table 1. These relationships were
obtained by recording the cooling rate of various spheres and cylinders (dia-
meters in the range 2 to 8 cm) under different temperatures and windspeeds.

Of all expressions the one devised by Siple is still in widespread use to deter-
mine the feasibility of outdoor activity (especially in military operations). A
basic fault of Siple’s windchill is that it underestimates the windchill at high
wind speeds. Substitution shows that the heat loss reaches a maximum at 25 m/s

TaBLE 1. Comparison of experimental formulas for
Q=@+ bV"+ cV™(T,—T).

Ts

Researcher a b n c m °C
1 Hill 4.68 16.92 0.50 — — 36.5
2 Weiss 5.04 17.64 0.50 — — 36.5
3 Lehmann 4.07 12.24 0.7-0.8 — — 36.5
4 Dorno 7.92 9.00 0.667 — — 33.0
5 Huttner 8.28 16.92 0.52 — — 36.5
6 Siple and

Passel

1945 10.45 10.00 0.50 —1.00 1 33.0
7 Plummer

1944 0.31 8.32 0.50 +1.86 1 33.0
8 Winslow

et al.

1939 3.40 10.60 0.50 — — 33.0

For researchers 1 to 5 see Court (1948). Here Q is in units of kcal/m? hr and V, in m/s, the
wind speed. T, and T are the skin and ambient air temperatures, respectively in °C.
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(56 mph) so that some windchill tables claim little additional cooling at winds
in excess of 40 mph.

One should note that the equations in Table 1 only give the heat loss due to
convection from the bare skin. Consequently these relations can only give an
estimation of heat losses from the face and hands which are usually exposed.
The traditional windchill then tends to exaggerate the actual heat loss from an
adequately dressed person. Persons dressed for an arctic environment may
survive extreme conditions for several days.

A more operationally oriented definition of windchill would have to be based
upon an equation of energy exchange, viz.,

g=4-B,

where A represents the total rate of heat loss and B the total rate of heat input
with Q being the net rate of heat gain or loss (new windchill). Ideally the terms
A and B should include all factors of personal comfort listed before. Naturally
this index would be somewhat more subjective than the traditional Siple wind-
chill. However it would be more advantageous in defining the current weather
conditions relative to a suitably dressed man. This approach is not new. Auli-
ciems et al. (1973) and Steadman (1971) both developed an equation of
energy exchange which included the effects of clothing insulation. They thought
that the clothing thickness required to maintain the body in thermal equilibrium
(i.e., A = B) would be a useful index. On a day to day operational basis cloth-
ing thicknesses would often reach an extreme value (under rare occasions a
zero or negative value would occur). This information if passed directly to the
public may be of dubious value. Better would be a figure giving the net loss or
gain of heat from an adequately dressed man. This type of index would imme-
diately convey that for Q > 0 an average person would become increasingly
colder. While for Q < 0 he would be warm and at Q = O just comfortable.
Furthermore the equivalent windchill temperature may accompany this index.
For a given set of conditions (i.e., temperature, wind speed, clothing thickness
etc.) there is a certain rate of heat exchange with the environment. Equivalent
temperature is then that temperature which the air must have in order to pro-
duce this same rate of heat exchange but with very light wind speeds. These
equivalent temperatures computed from Siple’s formula are quite often broad-
cast to the public. For example at 0°F with a wind speed of 10 and 20 mph the
equivalent windchill temperature is —15 and —32°F respectively. Again it is
doubtful whether these are the effective temperatures experienced by a suitably
clothed man.

4 The model

To provide a consistent framework we will omit any psychological effects as
they are extremely variable. Physiological variables such as sex and state of
health will be combined under the assumption we are dealing with an “average”
person. Furthermore, we assume that the person is wearing appropriate winter
clothing.
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a Clothing distribution

Let the face be uncovered and represent 3% of body surface. Hands occupy
5% of the body surface and are covered with clothing of less thickness than the
bulk of the body. The feet represent 7% of the body surface and also are
covered with material less thick than the bulk of the body. The remaining 85 %
is well covered with appropriate clothing.

b Clothing insulation

The insulation of clothing depends on many factors, for instance thickness,
texture and number of layers. In addition other parameters such as sweating,
air spaces between layers and the bellows effect when a person moves (Belding
et al., 1947) also affect the insulating properties of clothing. For the sake of
simplicity we will neglect these additional complications. The model will have
two separate clothing assemblies. One will consist of heavy underwear, shirt and
trousers, woollen coveralls and a hooded parka for severe cold weather. We
will assume an overall thickness of 2.5 x 10—2 m having an effective resistance
of 0.72 m? hr °C/kcal (thermal conductivity 0.0347 kcal m/m? hr °C).

A clothing assembly appropriate to more moderate conditions will consist of
cotton underwear, a shirt, a suit and a heavy overcoat. An overall thickness of
1.0 x 10—2 m with an average resistance of 0.252 m? hr °C/kcal (thermal con-
ductivity 0.040 kcal m/m? hr °C) is assumed (see Morris, 1955; and Fourt and
Harris, 1949).

In both cases the model is assumed to wear a good pair of mittens with re-
sistance 0.18 m? hr °C/kcal. The feet are covered with woollen socks and
leather boots having a total resistance of 0.14 m? hr °C/kcal.

¢ Body and skin temperatures

Body temperatures are generally about 37°C. The skin temperature of the
torso is usually lower. Gagge et al. (1941) and Belding et al. (1947) both indi-
cate that under normal activity and with adequate clothing the skin temperature
is approximately 33°C. Following Steadman (1971) the temperature of the
face, hands, and feet is taken as 30°C. These members are generally a few
degrees cooler than the skin with no discomfort.

d Metabolic heat production

When outdoors, a person expends a certain amount of energy which helps to
maintain thermal equilibrium. For example, a man sitting or standing expends
approximately 50 to 70 kcal/m? hr. Furthermore, walking (2 mph) and shovel-
ling correspond to a rate of heat generation of 100 and 450 kcal/m? hr, re-
spectively (from Newburgh, 1949 and Fourt and Hollies, 1969). Clearly it
would be cumbersome to compute the windchill for many different rates of
energy production. However it would be useful to compute windchill for three
main activities common to the general public. A rate of 60 kcal/m? hr is
chosen for such activities as waiting for a bus or watching an outdoor game. A
second category consists of light activity (i.e., walking to one’s car, brushing
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snow off wind-shield) with an energy expenditure of 120 kcal/m? hr. Lastly, a
rate of 300 kcal/m? hr is chosen to represent the expenditure due to outdoor
construction work, shovelling snow and so forth.

e Heat loss from lungs

Assuming an overall breathing rate of 0.79 kg of air per hour per sq. m of
body surface and that the air is exhaled at body temperature (37°C) gives a
rate of heat loss

Q=mn(37-1T),
where A; = 0.188 kcal/m? hr °C.

In addition there is evaporative heat loss from the lungs. Winter air is quite
dry, say, 0.004 kg of water vapour per kg of dry air. After its passage through
the lungs the moisture content is somewhat less than saturated air at body
temperature. Roughly the increase of specific humidity may be taken as 0.030.
The evaporative heat loss, with latent heat of evaporation 570 kcal/kg, thus
becomes

Q.=570(0.79)(0.30) = 13.50 kcal/m? hr.

f Solar radiation

Besides the metabolic heat production a person will receive a small amount
of solar radiation. This quantity of short wave radiation absorbed by the body
is quite variable and small in relation to the internal heat generation. However
on a calm sunny day this amount of solar radiation is significant. Many variables
such as solar declination, atmospheric turbidity, cloud cover, latitude, reflectiv-
ity of environment, exposed surface area of man, reflectivity and absorptivity of
clothing worn will affect the additional solar heat input. More precise methods
of computing this heat input exist (Roller and Goldman, 1968) than the one
formulated below. However, in an operational environment only those variables
readily accessible may be used.

As a first approximation, the rate of heat input from solar radiation is

Qﬂ = Pmlo;

where I, is the solar constant (1200 kcal/m?® hr) and p the mean zenith path
transmissivity of the atmosphere with m the optical air mass. For latitudes 50
to 60° during the fall, winter and spring months an average value of 0.72 may
be substituted for p™ (Auliciems et al., 1973).

Of the amount of direct sunlight only 50% falls on the total body surface
(Underwood and Ward, 1960; Roller and Goldman, 1968). In the above figure
about 15% has been added to account for reflected and diffuse radiation. Of
this amount we assume that 80% is absorbed by the clothing worn and the
bare skin.

Hay (1970) (see Auliciems et al., 1973) estimated that the amount of direct
sunlight is reduced by cloud cover by the factor (1 — C*33) where C is the
cloud cover in tenths.
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Furthermore, the equation for solar radiation must also be multiplied by the
factor

cos (¢p — 8)

in order to obtain the radiation flux normal to the earth’s surface at latitude ¢
with the sun’s declination 8. The measurements are made at noon in order to
neglect the hour angle. Assuming an average latitude of 55° and a declination
of —10° for the winter months the factor simply becomes cos (65) = 0.42
(Garnier and Ohmura, 1968).

Taking into consideration all the above factors, the net rate of heat input
from the sun becomes

Q,=0.42 (0.8) (0.5)(0.72) (1200) (1 — C1-38),
=144 (1 — C*-33), kcal/m?hr.

g Radiative heat loss

The human body continuously radiates heat at long wavelengths. Especially
during calm, very cold days this mechanism may well contribute significantly
to the windchill.

Ordinary clothing and human skin have an emissivity of approximately unity.
Thus the rate of heat loss is given by the Stefan Boltzmann Law, viz.

Or=0(T*—T),

where o is the Stefan Boltzmann constant (4.88 x 10—8kcal/m? hr °K*), and 7,
and T the body surface and ambient air temperature (°K) respectively. The
above equation may be rewritten more conveniently as,

Qr = hr(Ts - T)’
with
- T, + 273\2 T +213\2 T, +273 T +273
— 2 Ls T £/~ s
hy = 4.8 x 10 [( 100 ) +( 100 ) ][ 100 7100 ]

and where A, is the radiative heat transfer coefficient (kcal/m?2 hr °C) and with
the temperatures in °C.

h Conductive heat loss
Another avenue of heat loss is through the soles of boots by conduction. Here
the rate of heat loss is simply

Qv =h(T, — 1),

where £, is the heat transfer coefficient of the soles (i.e. the reciprocal of the
thermal resistance). T, is the surface temperature of the soles while T is the
ground temperature which may be approximated by the ambient air tempera-
ture.

i Convective heat loss
Convection involves the heat transfer by the mixing of one parcel of air by
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the other. The convective transfer of heat is the most important process in
cooling the human body as well as the most complex. For a stationary person
and with light winds (0 to 2 m/s) the convective mechanism is mainly the
result of differences of density resulting from the temperature gradient between
the body and the air (natural convection). On the other hand, stronger winds
markedly increase the heat transfer rate (wind-forced convection). Effectively
the thermal conductivity of the air increases due to increasing turbulence about
the body.

Natural convection

Many investigations have been done with heated plates and cylinders on this
phenomenon (McAdams, 1954). Furthermore, these studies indicate that the
heat transferred by natural- convection is comparable to that by radiation.
Treating the clothed person, to a first approximation, as a small upright cyclin-
der, the rate of heat loss is given by

Qn = hn(Ts - T)’
where h, = 2.09(T, — T)*.

Again T, and T are the surface and ambient air temperature (°C) respec-
tively. The heat transfer coefficient 4, of natural convection (kcal/m? hr °C)
is a very complex function of the cylinder diameter, Nusselt, Grashof and
Prandtl numbers. The particular value chosen for 4, assumed a turbulent boun-
dary layer for the air flowing upwards along the body (McAdams, 1954).

Forced convection

The heat transfer coefficient for forced convection is very dependent upon
the wind speed. It is well known that the wind speed varies considerably with
height (Johnson, 1959), as well as terrain. Meteorological observations of
wind speed are made over a wide range of elevations (for example, at the
Winnipeg Airport the wind speed is recorded at 20 m above ground). The varia-
tion of wind speed, near the ground, with height is generally given by a power
law of the form,

Vi = Vo(Z1/Zo)",

where V', is the wind speed a distance Z, above ground with V, the recorded
wind at a height Z,. Buckler (1969) investigated this variation of wind speed
with height over the Prairies and found exponents in the range of 0.15 to 0.30.

Taking an average exponent of 0.25, a mean anemometer height (Z,) of 10
m, and 1.7 m as the average height of an adult, the average wind speed felt will
be

V = (Vy/1.7) fom (Z/10)°-254z,

V = 0.51V,.

Clearly, neglect of this fact would overestimate the actual amount of windchill.
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The heat loss due to forced convection is simply,
Q.=h, (T,—T).

All investigators agree that the rate of heat loss is proportional to the tempera-
ture difference but no exact expression exists for 4. Instead of choosing an
expression for 4, from Table 1, we prefer a relationship of the form

N,=CR™

where N, is the Nusselt number and R, the Reynolds number with C and m
constants. A large number of investigators, notably Hilpert (See Eckert, 1959)
have studied the heat transfer by forced convection from heated cylinders. Thus
approximating the human body by an upright long cylinder of say 10 cm
diameter the results of these studies may be applied. For wind speeds of the
order of 10 m/s and the above cylinder diameter, the Reynolds number is of
the order 10%. Hilpert’s results (R. ~ 10*) for a circular cylinder are C = 0.0239
and m = 0.805; and for an octagonal cylinder C = 0.0347 and m = 0.782.
These results are also corroborated by Steadman (1971).
Following Steadman the relation

N, = 0.04R,°7®
was used. Substitution of the necessary values for air at 0°C yields
h,=6.27 V75,

where 4, is in units of kcal/m? hr °C and the wind speed in m/s. Now V is the
wind speed experienced by the body and changing this to the wind speed re-
ported at anemometer height yields

h,=3.79V 078

5§ The windchill equation
Defining, for ease of manipulation,

R=1/(h.+ h,+ h,P),

the total resistance due to radiation and convection. The parameter P is zero
for V, > 2 m/s and unity for V, = 2 m/s. In terms of the wind speed and tem-
perature the above expression becomes

-1 - o[ (To+ 273\ | (T + 273)°
R™'(Vo, To, T) = 4.88 x 10 [( 1 ) (T )

JT+213 T +213
100 100

il + 3.79V,°7% + 2.09P(T, — T)

kcal/m? hr °C. The temperatures 7, and T are in °C with V,in m/s.
The rate of heat loss from the lungs (due to warming of outside air and evap-
oration) is

13.50+ 0.188(37 — T) kcal/m?hr,
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from the face
(30-T)/R(V,,30,T) kcal/m? hr,

from the hands

(30—~T)/[R(V,, T+5,T) + 0.18] kcal/m? hr,
from the feet

(30— T)/0.14 kcal/m? hr,

from the torso

(33~-T)/[R(V,, T+ 5,T) + R;] kcal/m? hr.

Here R, is the resistance of the clothing covering the torso, being 0.72 kcal ~'m?

hr °C. Furthermore, the temperature difference between the outer surface of

the clothing and the ambient air is usually about 5°C (Belding et al., 1947).

Thus we assume that the surface temperature of the clothing is (T + 5) °C.
The total rate of heat energy input is

0, = M + 1441 — C'**R kacl/m? ir,

where M is the metabolic rate taken as 60, 120 and 200 kcal/m? hr for light
moderate and strenuous activities, respectively. The second term representing
the solar input with C the cloud cover in tenths. The factor R is the overall
resistance,

0.05R(Vo, T + 5, T) 0.92R(Vo, T + 5, T)
R0Vo, T +5,T)+018 RV, T +5,7T) + Ry

The amount of solar energy absorbed, Q,, by the face, hands and torso must be
reduced by the above terms, for the amount of solar heat input that actually
reaches the skin will depend upon the clothing insulation as well as the heat
dissipation at the outer clothing surface.

Combining the above terms, the new windchill factor becomes

Q0 =13.50+0.188(37 —T) + [0.03/R(V,, 30, T) + 0.05/(R(V,, T + 5,

T) + 0.18) + 0.07/0.14](30 —T) + 0.85(33 — T)/(R(V., T + 5,
T) + Ro) —Qi-

R =0.03 +

6 Results and discussion

From the development of the windchill equation it appears that this model
will provide a single realistic measure of climatic severity. However, one must
note that the large number of variables involved in determining personal com-
fort limit the applicability of the results obtained. This windchill index is
considerably more flexible than one based upon temperature and wind speed
alone. For example, suppose that the windchill is to be computed at various
localities across the Prairies. First, the formula allows one to account for the
different heights at which the wind speed is recorded as well as to vary the
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Fig. 1 A comparison of the Siple windchill isopleths (dashed lines computed from Siple’s
formula in Table 1) with the new windchill isopleths (solid lines) for a given
metabolic rate (M), clothing resistance (R,) and an overcast sky.

exponent in the wind power law according to the terrain roughness. Further-
more, the average clothing thickness and the mean metabolic rate may be
adjusted for the different regions to reflect the severity of the climate and the
main occupation of the community. In other words the windchill index may
be tailored to specific regions as well as certain occupations.

Fig. 1 illustrates the windchill isopleths as a function of temperature and
wind speed. It is assumed that the model is engaged in moderate activity and
wears an arctic uniform (i.e., heavy underwear, good parka with hood, gloves
and lined boots). The zero windchill isopleth implies no net heat loss so that
for any combination of temperature and wind speed yielding this isopleth the
model should be wholly comfortable. The Siple windchill isopleths (dashed
lines) are also illustrated. We immediately note that at very light windspeeds
these isopleths are somewhat suspect. Windchill nearly doubles when the wind
speed increases from say 1 to 212 m/s. In addition, at very high wind speeds
the cooling rate remains almost constant with further increasing winds.

The behaviour of the 0 and 100 kcal/m? hr windchill isopleths for various
metabolic rates and clothing resistances is shown in Fig. 2. This graph simply
indicates that to maintain the given amount of windchill under different environ-
mental conditions either the metabolic rate or clothing thickness or both must
be altered.

Currie (1951) made a study of the different levels of comfort experienced
by indoor workers when briefly exposed to various temperatures and wind
speeds (the subjects were dressed in normal winter clothing). Three of his
sensation isopleths are shown in Fig. 3 together with the windchill isopleths.
Clearly there is a good correlation between windchill and sensation for wind-
speeds up to about 8 m/s after which Currie’s results were uncertain. However,
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Fig.2 The behaviour of the windchill (Q) isopleths as a function of windspeed and
temperature, for different metabolic rates (M) and clothing resistances (R,)
under an overcast sky.
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Fig.3 Windchill isopleths as a function of windspeed and temperature. The dashed lines
are sensation isopleths after Currie (1951).

the results do show that the windchill values lie within the correct range. The
different ranges of comfort corresponding to windchill are indicated on Fig. 4.
The model would feel warm to cool for a windchill of —50 to +50 kcal/m? hr,
respectively. The lines of constant wind speed (dashed) as a function of tem-
perature and windchill are for moderate activity and ordinary winter clothing.
It should be noted that taking a wind speed and temperature and observing
the sensation from Fig. 3, that the sensation falls into the proper category on
Fig. 4. As a further test of the applicability of the formula, solid lines of
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Fig. 4 The solid lines are temperature isopleths as a function of windchill and metabolic
rate for a clothing resistance of 0.50 m2 hr °C/kcal and a windspeed of 1 m/s.
The dashed lines give the behaviour of the windchill and temperature for various
windspeeds (V) with a clothing resistance of 0.25 m2 hr °C/kcal and a fixed
metabolic rate of 120 kcal/m2 hr. The graph illustrates the correlation between
windchill and personal comfort; see text for discussion.

constant temperature were drawn on Fig. 4 as a function of windchill and
metabolic rate. The model was assumed to wear an arctic uniform and ex-
perience a light wind. Belding ef al. (1947) performed tests on men heavily
clothed performing various activities at low temperatures. The results indi-
cated that at —18°C with metabolic rates 50, 120, 200 and 300 kcal/m? hr
the subject felt cold, cool, comfortable and hot, respectively. These sensations
when translated into windchill by Fig. 4 fall indeed into the proper ranges.

It should be apparent that under severe conditions no amount of clothing by
itself is sufficient to keep the model warm. This effect is observed by football
spectators, and snowmobilers and others whose metabolic output is low.

In summary, a windchill index of this kind may provide a useful index as to
the severity of the environment under a wide range of conditions. From an
operational viewpoint, the windchill is easily computed from hourly observa-
tions and may be given in short-term forecasts. Furthermore, it is adaptable to
specific requirements.
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The Correlation of Snowpack with Topography and Snowmelt
Runoft on Marmet Creek Basin, Alberta
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ABSTRACT

In a model relating snow water
equivalent to 6 combinations of topo-
graphic and forest variables on
Marmot Creck experimental basin,
36 per cent of the variance was
accounted for. The model was im-
proved by the addition of a variable
indexing position of snow-sampling
points relative to major topographic
features of the basin. Variation ac-
counted for in the final model was 48
per cent.

To determine how well snow
courses that have been measured for
the past ten years indexed actual snow
accumulation, snow-course data were

equivalent measured in 1969-72 at
1500 points spaced on a 20.1 m X
201.2 m grid over the basin. Correla-
tion coefficients ranged from 0.95 to
0.99 with particular courses con-
sistently being the highest, indicating
that these courses do provide a good
index of basin snowpack.

Seasonal streamflow from Marmot
and its three sub-basins was correlated
with snow accumulation. Correlation
was higher for the relation of snow
accumulation with May-June runoff
than with May-July runoff. Correla-
tion coefficients ranged from 0.73 to
0.94 for the seven snow courses.

correlated with mean snow water

1 Introduction

Marmot Creek experimental watershed is a 9.4 km? basin on the west side of
the Kananaskis River Valley, about 40 km southeast of Banff, Alberta. The
basin consists of three sub-basins and an area below their confluence (Fig. 1).
Topography is steep and elevation ranges from 1,585 to 2,805 m a.s.l. Forest
cover is mainly Engelmann spruce (Picea engelmanni Parry), alpine fir (Abies
lasiocarpa (Hook.) Nutt.) and lodgepole pine (Pinus contorta Dougl. var
latifolia Engelm.) with timberline about 2,300 m.

Marmot Creek was established as an experimental watershed in 1961, one
of the main objectives being to determine the effect of commercial timber
harvest on basin hydrology. The intention was to develop methods for
managing the forest for water as well as the other products of the forest. One
direct hydrologic effect of manipulating forest cover on the east slopes of the
Rocky Mountains is on snow accumulation and snowmelt rates.

The objectives of the present study are (1) to determine what topographic
and forest variables affect snow accumulation, (2) to determine how well the
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Fig. 1 Snow courses and grid sampling locations on Marmot Creek experimental water-
shed.

snow courses index snow accumulation on the basin, and (3) to relate runoft
from the basin during snowmelt to snow accumulation.

2 Review
Snow Accumulation Model
Snow accumulation has been related to topographic and forest variables in
other studies. The variables that exhibit the strongest relationship to snow
accumulation vary from one situation to another. Packer (1962) constructed
a model in which the independent variables of elevation, aspect, and forest
cover accounted for over 90% of the variance in snow accumulation. A model
constructed by Anderson (1967) explained 82% of the variance using only
storm characteristics such as precipitation at index station and wind. Ffolliott
and Hansen (1968) related snow accumulation to forest density, elevation,
and potential insolation. Forty-six per cent of the variance was accounted for.
High correlations were shown between snow water equivalent (w.e.) and
elevation at five snow courses on Marmot basin (Golding 1969). The snow
courses were on a central ridge with similar slope, aspect and forest conditions.
Snow w.e. at the 50 points on these snow courses was significantly correlated
with forest density (Golding and Harlan 1972). Highly significant correlations
were obtained when snow w.e. was correlated with elevation and weighted
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stand density (Golding 19702). For example, for April 1966 the correlation
coefficient was 0.91. For the same date the correlation of snow w.e. with eleva-
tion alone was 0.81, and with elevation and a single, unweighted measure of
stand density, 0.87.

Snow w.e. at maximum pack (approximately March 20) at 200 points on
Marmot basin was correlated with 14 combinations of the variables of eleva-
tion, slope, aspect, and stand density. Variation accounted for was only 23%
(Golding 1970b). It was thought that the model would be improved by includ-
ing an independent variable to index relative topographic position on the basin.
Runoff and Snow Accumulation
The relationship between runoff and snow accumulation has often been studied
to predict runoff for short periods. Garstka et al. (1958) related daily snowmelt
runoff to temperature, radiation, humidity, wind, and accumulated antecedent
runoff. Runoff has also been related to areal extent of snow cover throughout
the melt season, e.g., Leaf (1971) in Colorado. The present paper deals with
the relationship of runoff during the snowmelt period with maximum snowpack.

3 Method

The first snow courses on Marmot basin were established in 1961 and were
intended to provide an index of snow accumulation on the basin. The courses
consist of ten points, 15-30 m apart. Snow depth and w.e. are measured
monthly during the snow season. Based on an analysis of the correlation
between snow courses, the twenty courses were reduced to seven in 1969. Data
for 1967-1972 for the seven courses are used in this study.

For the four years, 1969-1972, a much more intensive snow sampling
program was carried out. Snow depth and w.e. were measured in late March
at over 1500 points on a 20.1 m (east-west) X 201.2 m (north-south) grid.
Most of the sampling points are below tree line (Fig. 1). At every fifth point
east-west the following were recorded:

ELEVATION: in 30.48-m classes above mean sea level; range 1707 m—

2315 m.

SLOPE: inclination of the ground surface from the horizontal in 10%
classes, representative of an area of about 25 m radius centered on the
sample point; range 1-8.

ASPECT: azimuth of slope of ground surface in 45° classes, representative
of an area of about 25 m radius centered on the sample point; range 1-8.

FOREST DENSITY: number of trees whose diameters subtend an angle
equal to or greater than 147.34 minutes with vertex at the sampling point.
This is known as the Bitterlich point-sampling method. Its use in
estimating snow w.e. is described by Golding and Harlan (1972). Range
0-34.

On a subsample of 105 consisting of the fifth point on every third east-west
line, position relative to local topographic features of the basin was recorded.
These were coded as follows:

1. onridge top
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in valley bottom
on major slope
on minor slope
on flat or gentle slope

Streamflow is gauged year-round using Stevens A-35 stage recorders with
three concrete V-notch weirs and a metal H-type flume on the four main
streams of the basin.

v

4 Results and discussion
Snow Accumulation Models

Multiple regression model. Two snow-accumulation models were constructed
using data from 105 sample points measured in 1970 on Marmot basin.
Model I consisted of six combinations of four variables that had earlier been
shown to be significantly related to snow w.e. (i.e. FOREST DENSITY,
SLOPE?, ASPECT?, ELEVATION?, ELEVATION x SLOPE, FOREST
DENSITY?), and accounted for 36% of the variation in snow w.e.

Model II consisted of the first and second power of ELEVATION and
FOREST DENSITY, the first, second, and third power of SLOPE, ASPECT,
and POSITION, and the interactions of POSITION X ELEV ATION, POSI-
TION X SLOPE, ELEVATION X SLOPE, and POSITION x SLOPE X
ELEV ATION. This model accounted for 51% of the variation. By successive
elimination of the variable that contributed least to variance accounted for by
the regression equation, the regression was obtained in which all variables were
significant at the 95% level of probability. This model accounted for 48% of
the variation in snow w.e.:

Y =—-60.3997 + 83.0575X, — 32.7528X, + 3.9168X; + 0.0674X,
+0.7146X; ~ 0.00536Xs — 0.1137X; — 0.3122X,

where Y = snow w.e. (in cm)

X, = POSITION
X, = POSITION?
X3 = POSITION?
X, =ELEVATION?

X5 =SLOPE?
X¢=FOREST DENSITY*
X:= ASPECT?

Xs =ELEVATION X SLOPE

In this model, the partial correlations of snow w.e. on each of the eight
independent variables (holding the remaining seven constant) were all signifi-
cant at the 99% level of probability.

Simple regression model. Regressions were run of each independent variable
with grid snow w.e. measured in March of each year. In 1969, for every 100 m
increase in elevation, w.e. increased by 1.25 cm. The increase in 1970 was
1.83 cm/ 100 m elevation rise and in 1971 3.92 ¢cm/100 m. These relationships
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TaBLE 1. Mean snow w.e. by aspect and topographic position
(105 points measured in 1970).

Number of Mean snow
Aspect samples w.e. (cm)
Southwest 9 6.81
Northwest 4 9.70
South 16 11.46
North 12 12.19
Northeast 15 12.78
East 29 13.56
Southeast 18 14.32
West 2 18.42
Number of Mean snow
Position samples w.e. (cm)
Ridge top 5 9.40
Gentle slope 5 9.60
Minor slope 10 9.93
Major slope 78 12.50
Valley bottom 7 20.87

will change from year to year, depending on the amount of snowfall. A more
useful measure is obtained by weighting the increase with the basin snow w.e.
for that year (i.e., by dividing by the mean of the grid points measured in
March of that year). The rates for 1970 and 1971 are similar, 0.15 cm and
0.14 cm w.e. increase/100 m elevation rise for each cm of mean snow w.e.
"The rate for 1969 is only 0.07 cm.

In 1970, southwest and northwest aspects accumulated least snow (6.81 cm
and 9.70 cm w.e. respectively), whereas east and southeast accumulated most
(13.56 cm and 14.32 cm w.e.), disregarding west aspect for which there were
only two samples (Table 1).

Snow w.e. decreased by 1.04 cm/10% slope increase in 1970. This is 0.084
cm/10% slope/cm mean snow w.e. This compares to a decrease of 1.07
cm/10% slope increase in 1969, or 0.064 cm/10% slope/cm mean snow w.e.

As forest density increases, snow w.e. decreases. The measure of forest
density is tree count as determined by the Bitterlich point-sampling method.
As tree count increased by one, snow w.c. decreased by 0.15 cm in 1969, 0.28
cm in 1970, and 0.43 cm in 1971, with no correlation being evident between
the size of decrease and the amount of the annual snow pack.

For position classes, snow w.e. increased from 9.40 cm on ridge tops to
12.50 cm on major slopes to 20.87 in valley bottoms.

Correlation of Snow Course and Grid w.e.

March snow w.e. at each snow course was correlated with mean March w.e. on
each of the four areal breakdowns of the basin (Twin, Middle, and Cabin sub-
basin, and Marmot basin which includes the three sub-basins and an area below
their confluence), giving a sample size of four in each case. March mean w.e.
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TaBLE 2. Correlation of mean sub-basin snow w.e. with snow course snow w.e. (sample size 4.

1969-1972).
Correlation coefficients!

Snow Marmot Twin Middle Cabin
course Location basin sub-basin sub-basin sub-basin

1 Lower confiuence 0.96 0.95 0.96 0.95

3 Lower Middle 0.99 0.98 0.98 0.98

6 Confluence 0.96 0.96 0.96 0.96

8 Upper confluence 0.97 0.96 0.96 0.96

11 Middle 0.98 0.97 0.97 0.97

14 Middle 0.99 0.99 0.97 0.99

19 Upper Middle 0.98 0.98 0.98 0.99

Mean — 0.98 0.98 0.98 0.98

1Correlation coefficients are significant at the 957, probability level if =0.95.

was obtained from the grid sample of 1500 points (Fig. 1). Data for the four
years, 1969-1972, was used.

All correlations were significant at the 95 per cent probability level and
ranged from 0.95 to 0.99 (Table 2). Although the differences between the
coefficients are not significant, snow course 14 gives consistently higher cor-
relations, followed by courses 3 and 19. These three courses are all in Middle
sub-basin. Coefficients were highest for the correlations of snow course w.e.
with mean Marmot w.e., followed by those with Cabin mean w.e. It would be
expected that the best index of mean sub-basin snow accumulation would be a
snow course within that basin, but such courses were no better than other
courses.

Correlation of Runoff and Snow w.e.

For the correlation of runoff and snow accumulation, two runoff periods were
used: snowmelt periods May 1 — June 30 and May 1 — July 31. Snow accumu-
lation was for three measurements: March and maximum pack at the snow
courses (five years’ data, 1967-1971), and mean sub-basin w.e. from the
March grid sampling (four years’ data, 1969-1972). Whereas the snow courses
provide only an index to basin snow accumulation, the grid sampling provides
an estimate of the mean basin snow accumulation. However, much of the
streamflow originates from snowmelt in the area above timberline, an area that
is essentially unsampled by the grid sampling (Fig. 1). The grid sampling,
therefore, becomes only an index to mean snow accumulation of the whole
basin.

Highest correlation with snow w.e. was obtained for May 1 — June 30 runoff.
Although snowmelt runoff continues into July, the poorer correlation for the
period May 1 — July 31 is due to such factors as rainfall and evapotranspira-
tion during the extra month. May 1 — June 30 runoff had higher correlation
with March snow-course measurements (median correlation coefficient of 0.89
with 23 of the 32 correlations significant at the 95% level of probability)
(Table 3) than with either the maximum snow-course measurement (median
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TaBLE 3. Correlation of May 1-June 30 runoff with March snow course w.e.
(sample size 5, 1967-1971).

Correlation coefficients!

Snow Marmot Twin Middle Cabin
course basin sub-basin sub-basin sub-basin

1 0.91 0.89 0.94 0.99

3 0.88 0.83 0.9%4 0.98

6 0.94 0.88 0.96 0.94

8 0.94 0.88 0.94 0.82

11 0.84 0.76 0.89 0.89

14 0.73 0.62 0.76 0.57

19 0.89 0.84 0.93 0.97

Mean 0.89

0.94 0.88 0.97

!Correlation coefficients are significant at the 95%, probability level if >0.88.

of 0.81 with 11 of the 32 correlations significant) or the mean snow w.e.
(median of 0.84 with none significant). It is surprising that the mean sub-basin
snow w.e. did not give the highest correlations in that these values are the aver-
age of many point measurements across the sub-basin. There was no trend of
runoff being more highly correlated with mean snow w.e. from a particular
sub-basin than from any other,

Highest correlations with May — June runoff were obtained with snow course
1 and 6 (Table 3). Both of these courses are in the confluence area of the basin.
Those courses that were expected to provide the best indices of snow accumu-
lation on the basin were those that were centrally located. However, these
courses, 11, 14, and 19, had the lowest correlation with May — June runoff.

The regression of runoff on the March measurement of snow w.e. at snow
course 1, for example, was:

Y=1024+0.71X
where Y = May — June runoff from Cabin Creek, in cm over the sub-basin
X = snow in March at snow course 1, in cm w.e.

The standard error of estimate of this regression is 0.81 cm of runoff, or 4.3%
of the mean May — June runoff from Cabin sub-basin. The value of the inter-
cept, 10.24 cm, represents runoff resulting from precipitation falling during the
period April 1 — June 30. This precipitation, made up of both snow and rain,
is not included in the March measurement of snow accumulation.

5 Conclusions
Variables having the greatest effect on snow accumulation on Marmot Creek
are elevation, topographic position, aspect, slope, and forest density. Of the
variation in snow accumulation, 48% is accounted for by a multiple regression
model constructed using combinations of these variables.

Snow courses are significantly correlated with an intensive snow survey
conducted on the basin and provide an acceptable index of snow accumulation.
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May 1 — June 30 streamflow was significantly correlated with March snow
course w.e., with standard errors of estimate for the regression being as small

as 4.3% of mean streamflow.
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