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ABSTRACT

A wide set of size-distribution models
of haze and fog droplets expressed in
terms of the modified gamma distribu-
tion function have been used for
evaluating the proportionality coef-
ficient b in the empirical relationship
between visibility ¥ and liquid water
content LWC, thatis V=b (LWC)—2/3,
as proposed by Eldridge (1966). The
evaluations of b turn out to be consis-
tent with the values proposed in the
literature and give evidence for its
close dependence on the shape-para-
meters of the droplet size distribution,
especially as regards the mode radius
and the width of the larger-droplet
wing. Three average relationship

curves are proposed respectively for
dense haze, “dry and cold” fog and
“wet and warm” fog.

Corresponding to these cases, three
correlation lines are presented be-
tween b and the ratio of the volume
extinction coefficient at 3.70 um wave-
length to that at 0.55 wm, evaluated
for the same uniform path in hazy and
foggy atmospheres. Applied to meas-
urements of infrared and visible trans-
mission such correlation lines give the
possibility of estimating the most
proper value of b to be used in
Eldridge’s relationship for different
atmospheric conditions.

1 Introduction

The relationship between atmospheric liquid water content and visibility in-
volves several meteorological aspects related to the evolutionary processes of
the droplet population in clouds and fog. Moreover the determination of liquid
water content from simultaneously observed visibility has taken on great im-
portance in the last few years as it has been discovered to play a fundamental
role in some physico-chemical reactions occurring in the atmosphere. In fact ox-
idation processes of pollutant gases appear to take place inside the water drop-
lets suspended in the atmosphere and turn out to be regulated by rates which are
variably affected by the atmospheric liquid water content (see Junge and Ryan,
1958; Scott and Hobbs, 1967; Tomasi et al., 1975).

Trabert (1901) derived a formula which predicts an inverse proportionality
between visibility and liquid water content within clouds through an empirical
factor which depends on the average radius of the droplet size-distribution.
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Such a formula has been examined by aufm Kampe and Weickmann (1952)
on the basis of droplet data collected in all types of cumulus clouds. They
point out that the proportionality factor has a close dependence on the features
of the droplet size spectrum. Best (1953) relates this factor to the shape para-
meters of his previously proposed formula for the drop-size distribution in
cloud and fog (see Best, 1951).

By assuming a constant factor of proportionality, Trabert’s (1901) formula
tends to interpret the variations of visibility and liquid water content in terms
of variable concentrations of the unvaried size-distribution. Thus, continuous
and frequent choices of proper values of the proportionality factor have to
correspond step by step to the slight variations which affect the evolving droplet
size-distribution.

On the basis of continuous records of visibility and liquid water content,
Houghton (1939) suggests that a proportionality between visibility and the
—2/3 power of the liquid water content can more realistically describe the
variations of the two atmospheric parameters associated with different evolu-
tionary stages in the droplet population rather than by considering only modi-
fications of the droplet concentration. Derived from an ample set of data
pertaining to different evolutionary stages of fog, Eldridge (1966) proposes
two best-fit empirical curves which have the general form

V="5b(LWC)—2/3 (1)

where V is the horizontal visibility expressed in kilometers, LWC is the liquid
water content measured in grams per cubic meter of air and the proportionality
coefficient b assumes the particular value of 0.017 for “dense haze and selective
fog” and 0.024 for “stable and evolving fogs”.

In particular, such a power law is consistent with computations based on
large particle size distributions typical for urban areas and growing as a result
of increasing relative humidity from 0.75 to 0.95 (see Tomasi et al., 1975).

As regards the coefficient b of eq. (1), Platt (1970) suggests that low values
should be related to “dry” or industrial-type haze and fogs having many more
small droplets which grow in probable cold air masses whereas gradually higher
values of b correspond to “wet” natural fogs characterized by increasing and
predominant contents of larger though fewer droplets. Eldridge (1971) gives
evidence for the influence of the width and of the radius range of the droplet
size distribution on the coefficient b.

The purpose of the present paper is to study the dependence of b on the
shape of the droplet size-distribution, especially with respect to the modal
radius, and to suggest optical tools suitable for obtaining the most appropriate
value of b for particular stages of development of fog-droplet populations
evolving in the real atmosphere.

2 Size distribution models of haze and fog droplets

In a previous paper (Tampieri and Tomasi, 1976), a large number of empirical
size spectra of fog droplets have been examined by a computational method
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using the modified gamma distribution function proposed by Deirmendjian
(1964, 1969). Such a size distribution function has the generai form

r

n(r)=ar“exp|:—-%(r—)y:|, O0Kre<aw 2)
where n(r) is the volume concentration of droplets per unit radius (expressed
incm—* um=1) at radius r (expressed in um). The four parameters a, a, y and
r. (this latter is the mode radius, i.e. the radius of maximum frequency) make
this function very flexible for depicting variable and smoothed shapes so that
it is satisfactory for fitting most of the empirical size spectra we have examined.
The three parameters ¢, y and r, completely determine the shape of the distribu-
tion curve while the parameter a is such as to give for each size distribution a
unit total concentration of droplets per cubic centimeter of air. If a certain
droplet population is described by a modified gamma size-distribution model,
as given by eq. (2) on the basis of appropriate values of the four parameters
a, o, ¥ and r, and N is its actual total concentration, then the real profile of
such a droplet size distribution is obtained by multiplying this n(r) by N.

The sets of the parameters «, v, r. and a giving the best-fit curves relative
to eight size spectra of small water droplets measured by Garland (1971) and
by Garland et al. (1973) are given in Table 1. These parameter sets give
representative size-distribution models of haze droplets forming in air in which
the relative humidity is very nearly equal to 1 and in which the availability of
the water vapour is limited to such an extent as to inhibit their growth. In
general, these distributions are characterized by the fraction of the smaller
droplets which turns out to be gradually less important with respect to that of
the larger droplets as r, increases. Moreover, all such size-distribution curves
give right wings which sharply drop in the radius range around 1 pm. These
features of the haze droplet size-distribution models are shown in Fig. 1, where
the volume concentration of droplets per unit radius n(r) is plotted as a func-
tion of the radius r for some representative size distributions of Table 1.

The wide spread of modified gamma size-distributions derived from empirical
size spectra of fog droplets has been synthesized (Tampieri and Tomasi, 1976)
into a limited number of average and representative droplet size-distribution
models in terms of Deirmendjian’s function. The parameter sets which deter-
mine all the size-distribution models we had found are listed in Tables 2 and 3,
where the value of a gives for each model a unit total concentration of droplets
per cubic centimeter of air. The general tendency of such average models is
that the smaller-droplet wing gradually drops as r, increases until the distribu-
tions become nearly symmetrical for the higher values of the mode radius. This
behaviour is shown in Fig. 2, where the volume concentration of droplets per
unit radius n(r) is given as a function of the radius r for some representative
models given in Tables 2 and 3 for well distinct values of the mode radius r,.

3 Evaluation of the coefficient b and its dependence on the mode radius
The eight size-distributions of small water droplets reported in Table 1 have to
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TaBLe 1. Parameter sets of the modified gamma size distribution of small water droplets and concentration and liquid water

content corresponding to 1 km horizontal visibility.

Parameter set

Size distributions re(um) a y a N(em~3) LWC(gm~3)
Garland (1971)
21 Oct. 1968 0.734 7 1.25 3.7847 x 103 718.61 2.084 x 103
23 Nov. 1968 0.374 3 0.94 8.0341 x 102 1356.72 1.481 x 10~3
Garland et al. (1973)
7 Dec. 1971 04:43hr 0.326 2 1.10 1.0268 x 102 1582.13 1.386 x 10-3
04:48hr 0.295 2 1.00 1.5581 x 102 1707.83 1.377 x 10~3
06:10hr 0.556 3 1.28 8.5200 x 10! 886.52 1.917 x 103
07:14hr 0.038 1 0.54 8.7474 x 10? 9230.25 1.164 x 10~3
10:05hr 0.315 2 1.03 1.2320 x 10* 1572.83 1.441 x 10-3
10:23hr 0.268 2 1.07 1.9091 x 107 2176.09 1.126 x 1073




n(r) [em?pm]

RADIUS r[um]

Fig. 1 Volume concentration of droplets per unit radius n(r) as a function of the radius
r for four modified gamma size-distribution models for haze droplets. The
distribution curves are drawn for a unit total concentration of droplets per cubic
centimeter of air. The sets of shape-parameters are given in Table 1: curve 1
corresponds to the size distribution 21 Oct. 1968; curve 2 to 23 Nov. 1968; curve
3to 7 Dec. 1971, 07:14 hr; curve 4 to 7 Dec. 1971, 10:23 hr.

be related to the attenuation conditions in hazy atmospheres. As the horizontal
visibility ¥ ranges from 0.5 about 1.5 km in dense haze, we have assumed an
average value of 1 km which permits us to find for each size-distribution the
proper value of the total concentration of droplets N per cubic centimeter of
air.

For this purpose we calculate for each size-distribution the volume extinction
coefficient B(\) at wavelength A = 0.55 um and for the sea-level atmospheric
horizontal path of 1 km. This is obtained by integrating the weighted modified
gamma size-distribution, according to

[:4

BQ) = 10 3ax fo "2 exp [— > (rL)Y:IK(r, m(\)dr 3)
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Fig. 2 Volume concentration of droplets per unit radius n(r) as a function of the radius
r for five size distribution models of fog droplets. The distribution curves are
drawn for a unit total concentration of droplets per cubic centimeter of air. The
sets of shape-parameters are given in Tables 2 and 3: curve 1 corresponds to
the model radiation fog 1; curve 2 to radiation fog 2; curve 3 to arctic marine
advection fog 2; curve 4 to advection fog 4; curve 5 to mature fog 5.

where K(r,m(\)) is the total extinction efficiency factor for water spheres as
given by Van de Hulst’s (1957) approximation multiplied by the correction
factors suggested by Deirmendjian (1960). The complex refractive index of
the liquid water m(A) for A = 0.55 um has been taken to be equal to 1.334
—i1.5 X 10—*, from Irvine and Pollack (1968).

Koschmieder’s (1924) formula predicts that any haze droplet population
gives a total extinction of 3.912 km—* at 0.55 um wavelength for the horizontal
visual range of 1 km. On the other hand the total extinction is given by the
total concentration N of droplets per cubic centimeter of air multiplied by the
volume extinction coefficient 8(0.55 um) relative to a unit total concentration
of droplets. Therefore the value of N, which is required to give the horizontal
visual range of 1 km, is given by the ratio 3.912/8(0.55 um), where 8(0.55
pm) has been calculated from eq. (3) for each set of shape-parameters of
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TaBLE 2. Parameter sets of the modified gamma size distribution of fog droplets and concentration and liquid water content

corresponding to 0.2 km horizontal visibility.

Parameter sets
Size-distribution

models re(um) « y a N(cm~3) LWC(@gm™3)
Radiation fog 1 2.13 4 0.70 4.3239 x 10° 249.93 10-2
2 4.98 4 1.23 7.4438 x 10-3 76.29 10-2
3 8.06 4 1.77 3.0410 x 10~¢ 35.85 10-1
4 12.22 5 1.62 7.5475 x 10-¢ 15.90 10-1
Evaporation fog 1.86 4 0.56 3.0566 x 10! 246.31 10-2
Advection fog 1 2.75 4 0.85 4.9763 x 101 184.55 10-2
2 5.04 5 1.17 4.2028 x 10-3 78.75 10-2
3 6.20 3 1.05 8.1656 x 10~3 37.73 10-1
4 8.10 6 1.47 3.0861 x 10-3 36.13 101
5 21.16 5 3.09 8.9728 x 108 6.50 101

Arctic marine
advection fog 1 3.07 1 0.98 1.0645 x 101 51.89 10—t
2 5.40 2 1.09 2.2833 x 1072 39.33 10-1
3 7.85 3 1.15 2.6209 x 10-3 25.66 10-1
4 10.37 2 2.97 1.7966 x 10-3 24.08 101
5 12.88 5 1.93 3.6783 x 10-¢ 15.31 101

SoJ pue azey ur Juauo)) INEA pInbry pue ApIqisip
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TaBLE 3. Parameter sets of the modified gamma size distribution of valley fog droplets and concentration and liquid water
content corresponding to 0.2 km horizontal visibility.

Parameter sets
Size-distribution

models re(um) a y a N(m~3) LWC(gm~3)
Ground fog 1 0.86 1 0.89 1.3823 x 10° 509.99 5.141 x 10°2
2 2.22 1 2.04 2.0338 x 10! 309.79 5.146 x 10-2

Formation stage 1 3.49 3 1.26 5.6434 x 10-2 138.04 7.548 x 10-2
2 7.50 5 1.40 2.1192 x 107+ 39.32 1.325 x 1071

3 9.07 5 1.69 4.0633 x 10~% 29.26 1.504 x 10-1

4 10.82 4 2.17 5.1199 x 10-5 21.73 1.738 x 101

Mature fog 1 4.99 1 1.93 4.0001 x 10~2 59.02 1.236 x 10~1
2 7.12 4 1.14 1.5416 x 1073 35.67 1.484 x 10~*

3 9.00 5 1.47 6.1487 x 10~5 28.00 1.565 x 101

4 9.10 1 4.39 1.3900 x 102 34.68 1.450 x 101

5 11.18 2 3.41 1.4058 x 10—3 22.08 1.754 x 1071

Dissipation stage 1 6.92 4 0.94 3.3437 x 1073 32.51 1.623 x 1071
2 10.10 4 2.00 8.0977 x 10~% 24,14 1.662 x 10-1
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Fig. 3 Proportionality coefficient b of eq. (1) normalized to 1 km horizontal visibility
and plotted versus the mode radius r. for the eight modified gamma size-distribu-
tions of haze droplets listed in Table 1.

Table 1. These values of N are given for each droplet size-distribution in
Table 1. Correspondingly the liquid water content expressed in grams per
cubic metre of air can be computed from

4 -6 * x+ 3 « r Y
LWC = 10" %aN=np f r*7 > exp [— — (—) :ldr 4
3 0 Y\
where p =1 g cm—3 is the density of the liquid water.

The values of LWC resulting from eq. (4) for the values of N obtained above
are also given in Table 1. By introducing them into eq. (1) the values of the
proportionality coefficient b have been derived for each haze droplet size-
distribution of Table 1. The average value ¥ = 1 km has been used throughout.

In Fig. 3 the values of the coefficient b we have found are plotted versus
their mode radius r, and range from 0.011 to 0.016 so that they turn out to be
in good agreement with the value proposed by Eldridge (1966) for dense
haze. Moreover, within the set of the presently adopted size-distribution models,
Fig. 3 gives evidence for the tendency of b to increase rather regularly with the
mode radius with an average slope of 0.009 um~1.

The droplet size-distribution models of Tables 2 and 3 relative to different
types and various evolutionary stages of fog have been normalized to 0.2 km
horizontal visibility, as such a value of V' corresponds to the average visual
conditions occurring in foggy atmospheres.

Koschmieder’s (1924) formula predicts that a total extinction by fog droplet
populations of 19.56 km—! corresponds to the horizontal visual range of 0.2 km.
By following the above-adopted procedure, the total concentration N of drop-
lets per cubic centimeter of air is given for each size-distribution model by the
ratio 19.56/8(0.55 pm) where the various 8(0.55 um) have been computed
on the basis of eq. (3).
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Fig. 4 Proportionality coefficient b of eq. (1) normalized to 0.2 km horizontal visibility
and plotted versus the mode radius r. for the modified gamma size-distribution
models of fog droplets listed in Tables 2 and 3. Open squares refer to radiation
and evaporation fogs. Open circles to advection fogs. Solid squares to arctic marine
advection fogs. Triangles to valley fogs.

The resulting values of N and those of LWC we have derived from eq. (4)
are given in Tables 2 and 3. Correspondingly the value of b for each size dis-
tribution of fog droplets has been computed from eq. (1). Fig. 4 shows the
proportionality coefficient b versus the mode radius, indicating that it increases
with r. at an average rate of about 0.003 um—!. The values of b cover the range
from 0.03 to 0.07 which agrees well with the values proposed by Houghton and
Radford (1938) and by Eldridge (1971). Some models concerning mostly
arctic marine advection fogs exhibit values of b which are clearly higher than
those given by the other fog models in the same range of the mode radius.
On the other hand such values correspond to those size-distribution models
which are characterized by broader shapes of the wing of the larger droplets, as
one can verify from Tables 2 and 3 by considering that such models present
lower values of the parameter « than the others and nearly equal values of the
parameter vy (see also Fig. 2).

Following the suggestions of Platt (1970) such observations indicate that
the coefficient b tends to assume gradually higher values as:

i) the mode radius of the droplet size-distribution increases;
ii) the fraction of the larger droplets predominates with respect to the others
in such a way as to give large widths to the size distributions.
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Fig. 5 Relationships between visibility and liquid water content. The curves 1, 2 and 3
correspond to the three average values of b proposed in the present paper: 1)
b =0.013 (dense haze); 2) b = 0.034 (“dry and cold” fog);: 3) b = 0.060 (“wet
and warm” fog). The curves 4 and 5 are those of Eldridge (1966): 4) b = 0.017
(dense haze and selective fog); 5) b = 0.024 (stable and evolving fog). The
curves 6 and 7 correspond to those proposed by modification of the original data
by Eldridge (1971): 6) b of about 0.026; 7) b of about 0.043. The curve 8 is
relative to the data by Houghton and Radford (1938) and corresponds to a b
of about 0.070.

10

On the basis of these results three average relationship curves can be pro-
posed in terms of eq. (1) by adopting the following values of the coefficient b:
1) b =0.013 for dense haze presenting mode radius of about 0.3 um;

2) b =0.034 for fogs which are characterized by mode radius around 3 pwm
and predominant contents of small droplets (“dry and cold” fogs);

3) b=10.060 for fogs which present mode radius around 9 pwm and pre-
dominantly large droplets (“wet and warm” fogs).

In Fig. 5 these relationships are compared with the ones proposed by
Eldridge (1966, 1971).

4 An optical procedure for the empirical determination of the coefficient b
The close dependence of the proportionality coefficient b of eq. (1) on the
mode radius and on the shapes of the two wings of the droplet size distribution,
which have different weight, leads us to search for a physical parameter which
is immediately measurable and is conveniently and strictly related to the co-
efficient b. Such a parameter may be the volume extinction coefficient 8(A),
used above, which can be empirically obtained from monochromatic trans-
mission measurements on atmospheric horizontal paths of known length. As
evident in eq. (3), B(A) depends on the form of the size distribution n(r) and
on the geometrical cross section zrr? of the droplets so that it turns out to be
strongly affected by the same features of the droplet size distribution as those
which determine the behaviour of the coefficient b. Moreover the use of B(A)
at two wavelengths, the first in the visible, the second in the infrared, gives
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Fig. 6 Proportionality coefficient b of eq. (1) normalized to 1 km horizontal visibility
and plotted versus the theoretically evaluated ratio R = 8(3.70 ym) / g(0.55 xm)
for the eight modified gamma size-distributions of haze droplets listed in Table 1.
The correlation line A is given by eq. (5).

the possibility of shifting the extinction efficiency factor K(r,m(A)) to give a
weighting on the small-drop or large-drop portion of the distribution. The
choice of an infrared wavelength of 3.70 um corresponds to a spectral interval
which is free from the strong absorption due to atmospheric water vapour
bands and at the same time utilizes a relatively high value of the imaginary part
of the refractive index m(\) of the liquid water. This choice renders the term
K(r,m(\)) and thus 8(3.70 um) particularly sensitive to the presence of large

_fog droplets on the atmospheric path. Simultaneous measurements on the same
atmospheric path of spectral transmission at 0.55 um wavelength, which cor-
responds to the visibility data, allow one to obtain valuable information about
the extinction patterns of the atmosphere. Thus the ratio R = 8(3.70 um)/
B(0.55 pum) should present features which can be related to the coefficient
b through simple analytical expressions within the various size ranges proper
for haze and fog droplets.

By assuming for A = 3.70 um a value of m(A) equal to 1.382~/4.15 x 10—3
(from Irvine and Pollack, 1968), the values of 8(3.70 um) have been com-
puted for all the size distributions of Tables 1, 2 and 3 on the basis of eq. (3).

The values of the proportionality coefficient b for the eight size distributions
of haze droplets are plotted versus the corresponding theoretical ratios R in
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Fig. 6, which shows a close linear relationship between these two quantities in
the range of R from 0.08 to 0.38. Such a relationship is well described by the
correlation line 4 which is given by

b=8.13x10-3+291 x 10—2R (5)

with a correlation coefficient of 0.998. The distributions from which eq. (5)
is derived have modal radii less than 0.7 pwm. This relation makes it possible
to estimate precisely the liquid water content of dense hazes from empirical
measurements of spectral transmission.

Similarly the values of b relative to the size-distribution models of fog
droplets are given in Fig. 7 versus the corresponding ratios R. The figure shows
that for b greater than about 0.03 the dependence on the optical parameter R
can be approximately represented by two distinct lines:

— in the range of R from 1.13 to 1.38 the coefficient b regularly decreases as R
increases. Its trend is described by the correlation line C which corresponds to

b=111x10-1-6.08 X 10-2 R (6)

with the correlation coefficient of —0.957. Eq. (6) appears to be related to
size distributions of fog droplets characterized by the mode radius less than
about 5 um, corresponding to “dry” fogs and to the initial stages of “wet”
fogs.

~ in the range of R from 1.13 to 1.05 the trend of b is represented by the cor-
relation line D which is given by

b=414X10"1-329 x 10-* R 7

with the correlation coefficient of —0.948. Eq. (7) includes size distributions

of fog dropleis centred at modal radii larger than about 5 um. In general

such a relationship appears to be appropriate for the advanced stages of
mature “wet” fogs.

The lines corresponding to eqs. (5), (6) and (7) fit the data with very high
values of the correlation coefficient. This property, which demonstrates the
close relationship between b and the optical parameter R as evaluated on the
basis of Mie theory, can be ascribed to the capability of the ratio R of taking
into account the important shape features of each size distribution.

5 Discussion of the results
As can be seen by comparing Figs. 3 and 4, there is an absence of values of
the proportionality coeflicient b between 0.016 and 0.028. If one considers
unimodal configurations of the size distribution, such values would occur,
corresponding to modal radii in the neighbourhood of 1 um. On the other hand
FEldridge (1966, 1971) obtained values of b which cover this intermediate
range from the examination of optical attenuation data in terms of bimodal size
distributions consisting of haze droplets and of enough large droplets of fog.
Thus bimodal or multimodal profiles of the size distribution appear to give
the possibility of characterizing the behaviour of b during the initial stages of
fog formation. For this purpose, reliable concentrations and appropriate size-
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Fig. 7 Proportionality coefficient b of eq. (1) normalized to 0.2 km horizontal visibility
and plotted versus the theoretical ratio R =8(3.7¢ um) / g(6.55 um) for the
modified gamma size-distribution models of fog droplets listed in Tables 2 and 3.
Open squares refer to radiation and evaporation fogs. Open circles to advection
fogs. Solid squares to arctic marine advection fogs. Open triangles to valley fogs.
The correlation line C is given by eq. (6). The correlation line D is given by eq.
(7). In the lower side of the figure the solid triangles correspond to the data derived
from the evaluations of Eldridge (1966) relative to bimodal size distributions of
haze and fog droplets of various type. The correlation line B is given by eq. (8).

distribution models involving both haze and fog droplets should be chosen to
closely reproduce the bimodal features which most frequently occur in the real
atmosphere. This procedure would involve the use of a large set of concentra-
tion data and shape-parameters which should contribute to give realistic
features to the bimodal size distributions. Moreover they should be related
contemporaneously to many physical parameters which affect the growth pro-
cesses of the water droplets. However, it may be assumed that those bimodal
size distributions that result would present features which are intermediate
between those proper for the small haze droplets of Table 1 and those typical
of the size distributions of small fog droplets which are listed in Tables 2 and 3.
From these data, the variations of b result as being related to the mean radius
of these mixed populations of droplets through an average slope of about 0.01
pm~1,
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A marked discontinuity affects also the dependence of b on the optical ratio
R obtained on the basis of unimodal size-distribution models, as one can see
from the comparison between the range of the correlation line 4 of Fig. 6,
which is relative to haze droplets, and that of the line C of Fig. 7 concerning
size distributions of fog droplets of intermediate sizes. In the region of the gap
in R values between 0.38 and 1.38, the relationship between b and R can be
investigated by using the data proposed by Eldridge (1966) in terms of bimodal
size distributions of haze and fog droplets. The values of b have been calculated
for each case from eq. (1) by adopting the data on visibility and liquid water
content as estimated by Eldridge (1966) for evolving, selective and stable
fogs. Correspondingly, the ratio R has been derived from the data of fog spectral
attenuation examined in Eldridge’s (1966) paper. Such values of b are plotted
versus the ratio R in Fig. 7 showing that b rather regularly increases with the
ratio R as the bimodal size distributions contain gradually more of large fog
droplets. On the average the dependence of b on R can be represented by the
best-fitting line B which is

b=173 xX10"2+596 X 103 R (8)

within the range of R from 0.38 to0 1,38,

The opposite dependency of b on the ratio R in the lines A and B as opposed
to the lines C and D can be explained in terms of the optically predominant
radius range in the integral of eq. (3). In fact the extinction efficiency factor
K(r, m())) depends for each wavelength on the optical parameter x = 2#r/A
and exhibits patterns characterized by a very sharp increase up to an x of about
6 and by wide oscillations in the upper range. On the other hand, b rather
regularly increases with respect to the mean droplet radius within its whole
range. Thus the linear approximation of the dependence of b on the ratio R
as given by the line B agrees well with the features of the integral of eq. (3)
and of the ratio R within the droplet size range which corresponds to the initial
stages of fog formation.

Moreover the set of correlatlon lines we have proposed represents by simple
and approximate formulas the dependence of the coefficient b on the ratio R.
Such relations are probably characterized by a narrow maximum of R within
the range of b around 0.03 and by a gradually decreasing profile which asymp-
totically tends to an R about equal to 1 for the highest values of b.

6 Conclusions

Based on a wide set of size-distribution models for haze and fog droplets of
various type, the present procedure gives evaluations of the proportionality
coefficient b to be used in eq. (1) which are in good agreement with those
previously proposed by other authors. Moreover the average characteristics
of the size-distribution models we use give evidence for the linear dependence
of the coefficient b on the mode radius r, of cach size distribution. In particular,
b turns out to be closely related also to the width of the wing for the larger
droplets of the size distribution.
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In the light of such general trends of b, the three relationships between visi-
bility and liquid water content we have proposed in Fig. 5 correspond to three
average and well diversified droplet populations which may be present in hazy
and foggy atmospheres: small droplets in dense haze conditions, fog droplets
growing to intermediate sizes by condensation in cold air masses, and “wet”
large droplets formed in warm air masses.

The sensitivity of the coefficient b to the shape of the size distribution leads
to the definition of a procedure based on the ratio between the optical thick-
nesses per unit length of an atmospheric horizontal path at 3.70 um and 0.55
pm wavelengths. Such a methodology which can be applied to transmission
measurements is supported by the proposed relationships of egs. (5), (6), (7)
and (8) for characterizing the most appropriate value of b to be used in eq. (1)
according to the various configurations of the size distribution of haze and fog

droplets, taking into account their different evolutionary stages.
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ABSTRACT

Ten years of surface weather data
from Ocean Weather Station P were
subjected to spectral analysis. The
wind speed and air pressure auto-
spectra reveal large variations at syn-
optic periods while the auto-spectra of
the sea temperature, air temperature
and absolute humidity are dominated
by the annual variations. The rotary
auto-spectrum of the wind features a
broad peak of activity centered at a

spectra of quantities representative of
the wind stress and sensible and latent
heat fluxes are discussed. Spectra of
these surface weather quantities com-
puted for each season show that the
activity changes both with respect to
the size and frequency of the varia-
tions during the course of a year. The
cross-spectra between selected pairs
of quantities were also computed and
are discussed.

period of 3 days. In addition, the

1 Introduction
The atmosphere and the ocean are intricately coupled by a wide variety of
physical phenomena. Such interactions take place over a very large range of
time and space scales and it is useful to classify the types of interactions accord-
ing to the characteristic scale size over which each occurs. In this study, the
periodicities of surface layer meteorological and oceanographic quantities at
Ocean Weather Station P in the N E. Pacific are examined by means of spectral
analysis of a ten year (1958-1967) time series of surface weather data. This
technique allows computation of the contribution to the total variance at various
frequencies. Periods ranging from 6 hours to two years are resolved. The cross-
spectra between pairs of selected quantities were also computed. This analysis
allows for the examination of the relationships between pairs of quantities at
various frequencies.

Where possible, these spectral results are compared with previous results
found by other investigators. Much work has been done on the spectra of wind
speed at land and coastal weather stations but similar results for an open ocean
environment are very limited. The previous work on spectra of the other
quantities (such as air pressure, temperature and humidity) is even less exten-~
sive at both land and sea stations.

In order to examine the periodicities of air-sea transfer processes, the spectra
of fluxes of momentum, sensible heat and water vapour were examined. These
Volume 14 Number 2
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fluxes are computed by means of bulk parameterization formulae (Roll, 1965).
The momentum flux or wind stress (t ) can be written as

T = pCp|U|U )

where p is the air density, U is the mean wind velocity over a period of about
an hour measured at some reference height, and Cp, is the non-dimensional drag
coefficient. Determinations of the wind stress or momentum flux with fairly
direct estimates, show that Cp, = (1.3 to 1.5) X 10—2 on average with a con-
siderable amount of scatter and an uncertainty of the mean of 20 to 30%
(Pond et al., 1974, Stewart, 1974), This coefficient may be a weak function of
wind speed but as yet virtually no direct estimates have been made for winds
greater than 15 m/s so this dependence remains uncertain.

Similar non-dimensional bulk transfer coefficients, Cy and C, for sensible
heat (Hg) and latent heat (H.), respectively have been defined (Roll, 1965):

Hg = pCrC,UAT 2
H, = LC,UAq 3)

where U is the mean wind speed over an hour (this is equal to |U| within 1 to
2% ), C, is the specific heat of air at constant pressure, AT is the temperature
difference between the sea surface and a reference height, L is the latent heat
of vaporization per unit mass and Ag is the absolute humidity difference between
the sea surface and a reference height. Direct estimates of Cy and C, are rather
limited, but those that are available indicate that both values are around 1.5
X 10-3 with a considerable amount of scatter (Pond et al., 1974). Using
equations (1), (2), and (3), values which are representative of fluxes of
momentum (U|U), sensible heat (UAT) and latent heat (UAgq) were sub-
jected to spectral analysis. The data from Station P were also used to investigate
the effects of using averages much longer than one hour averages in formulae
(1)—(3); this is often necessary at locations other than the ocean weather
stations. The results of these computations are given in Fissel (1975) and will
be reported elsewhere (Fissel and Pond, 1976).

2 Data and analysis

The data used in this study were collected by the Canadian Meteorological
Service (now the Atmospheric Environment Service) at Ocean Weather
Station P located at longitude 145W and latitude 5SON approximately 1500 km
west of Vancouver Island. The station was established in 1950 as one of a
worldwide network of weatherships manned by various countries. The measure-
ment program includes upper air soundings and routine surface meteorological
readings.

The data were obtained from the Atmospheric Environment Service on
digital magnetic tape in the International Meteorological format (80 column
card images). These data, after some sorting and interpretation were trans-
ferred to another tape in a form more suitable for data processing. A description
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of the procedure used in writing the second data tape and time series plots of
selected quantities is found in Hertzman, Miyake and Pond (1974).

The data record is very nearly complete. Of the 175,296 possible samples
(for 6 quantities recorded every 3 hours for ten years) only 1427, or 0.82%
of the total, are missing or obviously incorrect. The worst case in the analysis
that follows is for the seasonal spectra of the ten winters. Here, 1.5% of the
values used are missing or incorrect. Of these 1427 values, 1404 are a result
of the ship leaving its station and missing readings. The remaining 23 are
apparently erroneous values. Examples of such errors are sea temperatures
that suddenly plunge to 0.0°C, wet-bulb temperatures that exceed the air
temperature by 0.5°C or more and wind directions that are greater than 360°.

In addition to the missing or incorrect data values discussed above, examina-
tion of the sea temperature time series plots revealed regular intervals of
increased diurnal variations for the first five years of the data. Because the
period of the increased activity is very nearly equal to the time that one ship
is on station, it is thought that this effect is due to observers on one of the
weatherships inadvertantly exposing the surface water sample to the ambient
air temperature for some time before taking the temperature; as a result, the
sea temperature spectra discussed below are computed from all ten years of
data but corrected at the diurnal period to agree with the diurnal spectral value
computed from the last five years of data only.

In the time series subjected to spectral analysis, the missing and erroneous
data values were replaced. The replacement values were simply determined
by means of linear interpolation between the last correct value before the
incorrect data and the first correct value following the incorrect data. This
correction procedure will have little effect on the spectral contributions of
periods longer than the period of replaced data but will reduce contributions
at periods less than that of the replaced data. However, since the data replaced
are a very small fraction of the total data, this effect is expected to be negligible.

The raw Fourier transform values were computed by means of a Fast Fourier
Transform algorithm devised by Singleton (1969). The raw auto-spectral
(also known as power spectral) and cross-spectral estimates were computed
following the definitions of Jenkins and Watts (1968). For the wind, a vector
time series, rotary auto- and cross-spectral estimates were computed following
the method described by Mooers (1973). This technique resolves contributions
to the variance and the covariance from two oppositely rotating vectors at
discrete frequencies ranging from the fundamental to the Nyquist frequency.
In addition, the derived rotary spectral quantities are independent of the co-
ordinate system.

Due to the large number of data points used for calculating the spectral
values, the frequency range is correspondingly large. In some of the spectra
to be discussed, the frequency range is more than three decades. This wide
range makes necessary the use of a logarithmic scale for frequency in the
spectral plots. In order to display the relative contributions to total variance
at different frequencies, the ordinate of the spectral plots is the product of the
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spectral density ¢(f) and the frequency. The use of graphs with f¢(f) plotted
against log f ensures that equal areas under the plotted curve contribute equal
amounts to the variance of the quantity being analysed. The spectral estimates
were band-averaged in such a way that each smoothed estimate is nearly
equally spaced on the logarithmic plots. For example, the first four estimates
were computed from single frequency points (no frequency smoothing), the
next estimate is averaged from 2 points, then 3 points and so on up to several
hundred points per estimate. The number of points used for smoothing was
chosen so that about 8 smoothed spectral estimates were produced for each
decade of frequencies.

While this band averaging scheme is well suited to broad band (continuum)
processes, it tends to obscure narrow band (line) processes at higher frequen-
cies. To avoid missing significant line spectral peaks, single band auto-spectral
values were examined at natural periods for which line spectral responses
might occur: the diurnal, semi-diurnal (12 hours) and their overtones (8 and 6
hours) and the inertial period (18 hours at 50°N).

The total time series record was subdivided into N blocks and the frequency-
smoothed spectral estimates were computed for each block. These estimates
were then ensemble-averaged in order to provide further smoothing and to
provide an empirical estimate of the statistical variability. The error bars shown
on the graphs are the approximate 95% confidence intervals of the mean,
computed as =20 /(\/N-1) where ¢ is the standard deviation about the mean.
To find the spectral character of each quantity the entire ten year record was
divided into five blocks each of nearly two years duration (N =5). The
seasonal spectra were computed from 4, 3-month blocks of each year and
averaged over the ten years for each season (N = 10). In order to make use
of the available data, the ‘seasons’ were shifted slightly from the natural seasons.
For example, the first day of winter for our purposes was taken to be Jan. 1
rather than Dec. 21. A more detailed description can be found in Fissel (1975).

Before the seasonal spectra were computed, the data were processed by
the computer to effectively high-pass filter it. This filtering was done to remove
the annual cycle from the signals. Otherwise, a large trend would be present
in the time series making up the seasons which could produce large, fictitious
spectral values at the low frequencies.

3 Auto-spectral results

The most striking feature of the wind speed spectrum (see Fig. 1a) is the broad
synoptic peak at 3.1 days (0.32 cycles/day), a result of the passage of cyclones,
anti-cyclones and their frontal systems. The peak which includes contributions
from a wide range of scales (having its half-power points at periods of 10
days (0.1 cpd) and 1.3 days (0.77 cpd)) emphasizes the irregular nature
of the passage of synoptic scale disturbances. The wind speed spectrum shows
little variation at periods longer than one month with the exception of an
important annual cycle. The annual cycle, seen as a peak at one year and a
secondary peak at one-half year, due to some distortion, has a total variance
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Fig. 1 The auto-spectra of (a) wind speed and (b) air pressure computed from five
two-yearly data blocks over the period, 1958 to 1967. The vertical error bars
represent approximate 95% confidence intervals about the mean of each spectral
estimate.

of 3.9 m?/s2. This corresponds to an average annual range (2[2-variance]'/2)
of 5.7 m/s.

At the high frequency end of the spectrum, the graph shows a steady decline
to periods of about 9 h (2.7 cpd) and then an increase out to the Nyquist
period of 6 h (4 cpd). This upturn at the smallest periods is believed due to
variance at smaller scales between 6 h and the 10 min instrumental averaging
period being aliased back into the spectrum at lower frequencies. Because
in our plots the spectrum is multiplied by frequency, the contributions due
to aliasing are more apparent at small periods than at large periods (for a
discussion of this effect see Oort and Taylor, 1969).
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Fig. 1a shows no peak at the diurnal or semi-diurnal periods but a closer
examination of single harmonics of the spectral values reveals some activity.
The largest amount of energy is found in a semi-diurnal peak with a contribu-
tion to the variance of 0.022 m?/s? corresponding to an average range of 0.42
m/s. At the diurnal period a small peak is found but it is not significant.

Several spectra of wind speed in the surface layer have been published.
Oort and Taylor (1969) presented the wind speed spectrum for Caribou,
Maine, a station with a continental climate. Van der Hoven (1957) has com-
puted the wind speed spectrum at Brookhaven, on Long Island, New York.
Wind spectra at stations on the Oregon coast are found in Frye et al. (1972)
and Burt et al. (1974) while Hwang (1970) presents a wind spectrum for the
tropical Pacific island of Palmyra. At stations over the open ocean, wind speed
spectra have been computed by Byshev and Ivanov (1969), Millard (1971)
and Dorman (1974). A summary of the results of these investigators, together
with the important data parameters, is found in Table 1. A comparison with
the results of these investigators indicates that the wind spectrum has the same
general characteristics at each location: a dominant synoptic peak (ranging
from periods of 2 to 12 days) and less important annual and diurnal (and/or
semi-diurnal) peaks. At Station P, the level of the synoptic peak is com-
paratively high and the period short, reflecting the frequent passage of weather
systems over this part of the North Pacific Ocean.

The differences among the results of Qort and Taylor (1969) and Byshev
and Ivanov (1969) and those of this study, all at roughly the same latitude,
indicate that important zonal variations exist in the wind speed spectrum.
These may be due to local effects such as the limited fetches and different
roughness characteristics of land in comparison with the open ocean and the
position of the observation station in relation to anomalous meteorological
regions such as areas associated with frequent cyclogenesis or frequent blocking
patterns.

The spectrum of atmospheric pressure (see Fig. 1b), like the wind speed
spectrum, is dominated by a broad, somewhat irregular peak at intermediate
periods. However, this peak ranges over longer periods than that of the wind
speed, having its half-power points at periods of 70 days (0.014 cpd) and 3
days (0.33 cpd). The spectrum also reveals a large annual periodicity in the
air pressure by the presence of a peak at one year (0.0027 cpd) and a smaller
peak at a period of one-half year (0.0055 cpd). The spectrum at the shortest
periods or highest frequencies is notable for its very low levels. There is no
evidence of any aliasing at these periods.

An examination of the single harmonic spectral values of the air pressure
reveals a sharp semi-diurnal peak with a variance of 0.037 (mb)?2 correspond-
ing to an average range of 0.55 mb. Smaller variations are found at periods
of one day and one-third of a day.

Unlike the wind and pressure spectra discussed above, the spectra of sea
temperature, air temperature and absolute humidity are dominated by annual
and semi-annual variations (see Fig. 2). The variations at shorter periods,
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TaBLE 1. A summary of the period and level ( f$) of the synoptic peak of the wind speed spectra as determined by various investigators.
Z is the height of the anemometer and U is the mean wind speed of the data analyzed. In cases where these values were not

available, a “—’ is shown.
Synoptic
Period Level
Investigators Location Z (m) Um/s Data Period (days) (m/s)?
Van der Hoven (1957) 40N  73W 108 — Aug. 1955 to Feb. 1956 4 5
Oort and Taylor (1969) 47N 68W 11 — Jan. 1949 to Dec. 1958 3.9 3
Byshev and Ivanov (1969) 53N 36W — — Jan. 1961 to Dec. 1963 6.4 5
4N 41w
8S 14W — — July 1957 to July 1958 12 1
16S 6W
Hwang (1970) 6N 162W 2 — Mar. 1967 to May 1967 5.9 1.1
Millard (1971) 30N 70W — 5.7 Apr. 1967 to June 1967 4 6
Frye et al. (1972) 45N 125W 20 — July 1970 to Aug. 1970 2 3.5
5 1.5
Burt et al. (1974) 45N 125W 10 11.8 Aug. 1970 3.0 7.5
Dorman (1974) 30N 140W 25 6.2 Jan. 1951 to Dec. 1970 8 2.9
This Study 50N 145w 22 10.1 Jan. 1958 to Dec. 1967 3 8.2
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Fig. 2 The auto-spectra of (a) the sea temperature, (b) air temperature and (c) absolute
humidity computed from five two-yearly data blocks over the period, 1958 to
1967. The vertical error bars represent approximate 95% confidence intervals about
the mean of each spectral estimate. At the annual and semi-annual periods, the
spectral levels are off-scale as indicated by the bold arrows with the numerical
values written below the arrows.

though relatively small, are of considerable interest. The sea temperature
spectrum declines steadily with decreasing periods (with the exception of a
peak at 1 cpd) indicating no synoptic periods of increased activity. The air
temperature spectrum reveals a very broad, uneven peak between periods of
2 days (0.5 cpd) and 60 days (0.017 cpd) with spectral levels that are an
order of magnitude larger than the corresponding sea temperature spectrum.
This broad region of increased activity seems to be associated with the passage
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Fig. 3 The rotary auto-spectrum of the wind computed from five two-yearly data blocks

over the period, 1958 to 1967. The vertical error bars represent approximate
95% confidence intervals of the mean of each spectral estimate.

of different air masses. The synoptic peak of the humidity spectrum is some-
what sharper than that of the air temperature spectrum and the level is some-
what higher relative to the annual peak.

The behaviors of the three quantities at the diurnal period show major
differences. As expected, the air temperature has the largest diurnal variation
corresponding to an average daily temperature range of 0.64°C. This variation
changes with season being largest in spring and summer. The single harmonic
spectral values of sea temperature show a very small but statistically significant
diurnal variation corresponding to an average daily range of 0.13°C over the
entire year. The diurnal variation is largest in spring and virtually disappears
in winter. Denman (1973) has developed a model of the upper layer of the
ocean which was tested for the months of May and June at Station P. His model,
using a constant wind speed of 8 m/s, predicts a diurnal sea temperature range
of 0.18°C. This result is very close to the spring value found in this analysis
of 0.19°C. The absolute humidity has a small but significant diurnal variation
corresponding to an average daily range of 0.11 g/m? (about an average
absolute humidity of 7.35 g/m?®).

Fig. 3 shows the rotary wind spectrum. The synoptic peak dominates both
the anti-clockwise and clockwise spectra with each having the peak occurring
at a period of 3 days. The levels of the peaks differ: the clockwise peak has
fé =18.4 (m/s)? compared to f¢ = 13.5 (m/s)? for the anti-clockwise peak.
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This result can be explained by the general pattern of synoptic weather system
movements in the N.E. Pacific. The most common storm track is to the north
of Station P over the Gulf of Alaska (see U.S. Navy, Marine Climatic Atlases).
Eastward moving weather systems, whether cyclonic or anti-cyclonic, when
passing to the north of the observation station, cause the observed wind to
rotate in a clockwise manner. Consider, for example, the passage of an east-
ward moving cyclonic system to the north of the observation station (the most
common situation at Station P). As it passes by, this would cause the observed
wind to change from southwesterly to westerly to northwesterly in direction.
That is, the wind rotates in a clockwise sense. Weather systems moving to the
south of Station P, make greater contributions to the anti-clockwise spectrum.
Of course, the situation is complicated by such events as the passage of storm
fronts with their abrupt changes in wind direction. Nevertheless, the computed
rotary spectrum appears to differentiate between the passage of weather systems
to the north and south of the observation station and is consistent with the
known pattern of pressure system movements.

The rotary wind stress spectrum is similar to the rotary wind spectrum with
both clockwise and anti-clockwise rotations having a synoptic peak at 3 days.
The clockwise rotations dominate the wind stress rotary spectrum to a greater
extent than the wind rotary spectrum.

Spectra of quantities that are representative of turbulent heat transports
are displayed in Fig. 4. The figure contains three plots: a plot of the spectrum
of UAT which by equation (2) is proportional to the sensible heat flux, a plot
of the spectrum of UAq which by equation (3) is proportional to the latent heat
flux and a plot of the spectrum of 1.2 UAT + 2.44 UAq which is proportional
to the total turbulent heat transport (taking p = 1.2 X 10~% g/cm?, L = 2440
joules/g, C, = 1.00 joules/g-°C and Cr =C, in equations (2) and (3)).
Each plot in Figure 4 is scaled in such a way that equal displacements from
the horizontal axis represent equal contributions to the variance of the total
heat flux. Each spectrum has the same general features: relatively small but
significant amounts of energy at the annual and semi-annual periods and a
broad synoptic peak that contains most of the energy. The synoptic peak has
its highest levels at periods of 7 and 4 days (0.14 and 0.25 ¢pd) for each of
the quantities.

It is clear from Fig. 4 that the auto-spectral values of the total heat flux
represent considerably more heat transfer variations than the sum of the sensible
and latent heat flux auto-spectral values at all periods greater than one day.
This is a result of the high correlation between UAT and UAgq variations. Over
periods from two days to two years, the correlation between UAT and UAgq is
0.7 or greater.

On the plots in Fig. 4, the semi-annual peaks are larger than the annual
peaks because in the log f plots the bandwidth is narrower at the semi-annual
period. However, the contribution to the variance from the semi-annual period
is less than that from the annual period.

An inspection of the single harmonic values shows a very sharp diurnal
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Fig. 4 The auto-spectra of UAT (in (°C-m/sec)2, representative of the sensible heat
flux), UAq (in (gm/m2-sec)?, representative of the latent heat flux) and 1.2
UAaT + 2.44 UAq (representative of the total turbulent heat flux).

peak in the UAT spectrum. This peak has an energy of 2.27 (°C m/s)? cor-
responding to an average daily range of the sensible heat flux of 16.9 cal/(cm?
day). A smaller semidiurnal peak is found as well. The UAqg spectrum shows
no diurnal peak and only a very small semi-diurnal peak. Thus, there exists
no daily cycle in latent heat transport similar to that of sensible heat transport.
The spectrum of the total heat flux shows a prominent diurnal peak and a
smaller semi-diurnal peak. The average diurnal range is 18.9 cal/(cm? day),
very nearly equal to that of the sensible heat flux, which suggests the variation
is largely due to the daily sensible heat cycle.
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TaBLE 2. Integrals under auto-spectra. Note that the fundamental frequency for the seasonal spectra and the overall spectra is one
cycle in 91 days and one cycle in 729 days, respectively. The highest frequency resolved in both cases is one cycle in 6 hours.

Integral

Quantity Overall Winter Spring Summer Fall
Wind Speed (m/s)? 28.3 28.1 19.4 16.9 31.4
Clockwise U (m/s)? 63.0 75.8 43.7 36.7 80.7
Anti-Clockwise U (m/s)? 50.5 60.0 34.8 28.2 61.8
Pressure (mb)? 176. 194. 87.1 70.6 175.
Sea Temperature (C°)? 8.46 0.106 0.179 0.248 0.172
Air Temperature (C%)? 10.7 1.83 0.949 0.837 2.19
Absolute Humidity (¢/m?3)? 3.94 1.11 0.726 1.28 1.72
Clockwise UU (m/s)* 18200 23400 9290 7300 28900
Anti~clockwise U U (m/s)* 13200 16900 7130 5060 19500
Sensible Heat Flux (cal/(cm? day))? 4130 5020 1500 952 6850
Latent Heat Flux (cal/(cm? day))? 14300 12400 5130 6870 22100




4 Seasonal spectra
The spectra of each quantity were analysed separately for each of the seasons.
In general, important changes are found between one season and another. The
integrals of the spectral densities for each quantity for the four seasons are
listed in Table 2. The integrals under the spectra for the ten year record are
also given. Note that these values are often larger than the average of the
seasonal values because of the wider bandwidth (in particular, the annual
cycle is included).

Important changes in the wind speed spectra occur between one season and
another. Fig. 5 shows the wind speed spectra calculated separately for the four
seasons with each season’s spectrum being averaged over the ten years. Dif-

WIND SPEED

N WINTER

o f JF H
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© 1 {_H»
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*;:: o
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o i — T

f L LI 1
N FALL
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Fig. 5 Wind speed spectra for each of the seasons averaged over the ten years, 1958 to
1967. The vertical error bars represent approximate 95% confidence intervals of the
mean of each spectral estimate.
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Fig. 6 Sea temperature spectra for each of the seasons averaged over the ten years, 1958
to 1967.

ferences are found in both the level and the period of the synoptic peak. The
peak is largest in the fall (f¢ = 10.3 m?/s?) declining through the winter
(9.7 m2/s%) and spring (6.4 m2/s?) to the lowest level in summer (5.5 m2?/s2).
The period at which the peak occurs shows a similar variation being smallest
in fall (2.5 days or 0.4 cpd) increasing through winter and spring and being
largest in summer (4.4 days or 0.23 cpd). These results illustrate the general
seasonal pattern of synoptic disturbances which occur more frequently and
with greater intensity in the fall and winter than in the spring and summer.
In the spring and fall, there is some evidence of activity at longer periods (20
to 45 days or 0.05 to 0.022 cpd) but in both cases the peaks are not statistically
significant.
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The same general patterns of low spectral activity in the spring and summer
and high spectral activity in the fall and winter are found for the rotary wind
spectra, the air pressure, air temperature, absolute humidity and bulk transfer
fluxes. With the exception of the air pressure (with somewhat higher values
in winter than fall) and sea temperature (with peak values in summer), the
highest levels of activity occur in the fall; these are usually markedly above
the activity found during the summer. The fall seems to be the season when
major changes are taking place in the surface layer.

The seasonal spectra of sea temperature (see Fig. 6), in contrast to the
spectra of the other quantities, have their largest values in summer and the
smallest values in winter. The largest values in the seasonal spectra of sea
temperature occur at periods ranging from 10 to 100 days (0.1 to 0.01 cpd).
In spring, the largest values are found at periods of 12 to 30 days (0.08 to
0.033 cpd), while the other seasons show the largest spectral values at longer
periods. In all cases, the 95% confidence intervals are large indicating a large
year to year variability and the fact that the longest-period spectral estimates
have the least amount of smoothing.

The diurnal variations of the sea temperature and air temperature are largest
in the spring and smallest in the fall and winter.

5 Cross-spectra

Cross-spectral analysis provides information on the relationship of pairs of
quantities over the periods resolved. The cross-spectral results are displayed
by graphs of the coherence and phase. On the coherence plots, the dashed line
represents those coherence values below which there is a 95% probability that
a randomly coherent signal will fall (Groves and Hannan, 1968). It should
be noted that, for the shorter periods, the numbers of degrees of freedom are
so large that it is possible to find statistical significance in coherence estimates
that are small (say less than 0.3). Such small coherence estimates, though
statistically significant, are of little value in attempting to predict the behavior
of one quantity from that of another quantity.

The coherence between the wind speed and the scalar quantities (air pres-
sure, air temperature, sea temperature, and absolute humidity) are generally
low as is the rotary coherence between the vector wind and these scalar
quantities. As an example, the coherence and phase between the wind speed
and air pressure is displayed in Fig. 7. At the annual period, very high co-
herences occur. In addition, statistically significant levels are found at synoptic
scales. However, these levels are too low to be of predictive value. The co-
herence of the sea temperature with other quantities (air pressure, air tempera-
ture and absolute humidity) follows a similar pattern.

As one would expect, the air temperature-absolute humidity cross-spectrum,
displayed in Fig. 8, indicates a strong correlation over most scales, as seen
from the high coherence levels and small phase values. For periods less than
3 days, the coupling declines sharply although the coherence between the signals
does remain statistically significant.
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Fig. 7 The phase and coherence between the wind speed and the air pressure.

High levels of coherence are found between the air temperature and absolute
humidity with quantities representative of sensible and latent heat fluxes, re-
spectively. For example, Fig. 9 shows the coherence and phase between air
temperature and UAT, a quantity representative of the sensible heat flux. The
cross-spectral results show a very significant and high level of coherence be-
tween these quantities at all periods less than or equal to one-half year, largely
because the variations in the sea temperature are considerably smaller than
those of the air temperature at these periods. At periods longer than one-half
year, the coherence levels are poor, with the exception of very good coherence
at the annual cycle. Over the synoptic and mesoscale periods, the phase be-
tween the two signals is very uniform, remaining within 15 degrees of being
exactly out of phase.
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Fig. 8 The phase and coherence between the air temperature and the absolute humidity.

Air temperature shows generally high coherence with humidity and UAT;
humidity shows high coherence with Uaq. This suggests that one could make
a fair estimate of variations in the total turbulent heat flux simply from the
variations in air temperature. The coherence between the air temperature and
1.2 UAT + 2.44 UAgq, which is representative of the total heat flux (see Fig.
10), reveals a coherence of 0.7 or greater over periods ranging from 3 to 180
days (0.33 to 0.0055 cpd).

6 Summary

The spectra of the wind and air pressure at Ocean Weathership P are dominated
by activity of the synoptic scales. The peak level in the f¢ spectrum of wind
speed of 8.2 (m/s)? occurs at a period of 3 days. The annual peak is prominent
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Fig. 9 The phase and coherence between the air temperature and UAT, a quantity
representative of the sensible heat flux.

while there is no significant diurnal peak. A small but significant amount of
activity is present at the semi-diurnal period. Seasonal changes are found in
the behavior of the wind speed. The wind speed spectra of the fall and winter
feature a larger amplitude synoptic peak centered on shorter periods as com-
pared to the synoptic peak of the spring and summer. A comparison with the
wind speed spectra determined by other investigators at various locations,
reveals that Ocean Weather Station P is characterized by higher levels of activity
occurring at generally shorter periods.

The spectra of sea temperature, air temperature and absolute humidity
are dominated by annual and semi-annual variations. A limited amount of
activity is found at synoptic scales in the air temperature and absolute humidity
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Fig. 10 The phase and coherence between the air temperature and 1.2 UAT + 2.44 UAgq,
a quantity representative of the total turbulent heat flux.

spectra. The sea temperature and air temperature have an average diurnal
variation of 0.13°C and 0.64°C respectively.

The rotary auto-spectrum of the wind shows peak levels at a period of 3
days. The clockwise side of the spectrum has larger spectral values, apparently
a result of the prevailing weather system movements to the north of Station P.

The rotary auto-spectrum of the time series (UU,, UU,), proportional
through the bulk aerodynamic parameterization to the wind stress (where U,
and U, are the eastward and northward wind components, respectively), has
the same general characteristics as the rotary auto-spectrum of the wind. The
spectra of UAT (representative of sensible heat flux) and UAqg (representative
of latent heat flux) each show a strong annual peak and a broad synoptic peak
that accounts for most of the quantities’ variance.
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The results of the cross-spectral analysis indicate generally low coherence
levels between the wind and other quantities and the sea temperature and other
quantities except at annual and synoptic scales. At synoptic scales, while the
coherence values are statistically significant, they are generally too low to be
useful for predictive purposes.

Higher coherences are found between pairs of the following quantities; air
temperature and humidity and quantities representative of heat fluxes. These
larger coherences may be useful for some purposes. For example, one could
make a fair estimate of variations in the total turbulent heat flux simply from
the variations in air temperature, at least for periods of greater than 2 to 3 days.
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ABSTRACT

A global baroclinic primitive equation
model using the spectral technique has
been constructed for short- and me-
dium-range numerical weather pre-
diction. The spectral technique, which
is a special case of the Galerkin
method, employs spherical harmonic
basis functions in the evaluation of all
horizontal derivatives. The use of a

horizontal operations to be performed
efficiently and allows physical proces-
ses to be evaluated in real space. The
model employs a semi-implicit algo-
rithm for time integration and finite
differencing in the vertical. Physical
processes include orography, moist
convection, large scale precipitation
and boundary layer processes.

transform technique allows all the

1 Introduction

In recent years there has been increasing interest in the Galerkin method for
use in numerical weather prediction. In this method, the dependent variables
of the problem are expanded in a truncated series of linearly independent basis
functions. The Galerkin procedure requires that the error caused by the trunca-
tion of this series be made orthogonal to the basis functions of the truncated
expansion. Two variants of this method are used in meteorology. The first is
the finite-element method in which the basis functions are piecewise-continuous
functions of compact support. The second is the spectral method in which the
basis functions are non-local continuously differentiable functions, which are
usually the solutions of a relevent eigenvalue problem.

The history of the spectral method in meteorology goes back to Blinova (1943)
and Silberman (1954). For large-scale numerical weather prediction over the
globe, the basis functions employed have usually been spherical harmonic
functions, although Hough functions (Flattery, 1970) and trigonometric func-
tions (Robert, 1966; Orszag, 1974) have also been proposed. Spherical har-
monics have the useful properties that they are mutually orthogonal, and that a
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variable expanded in a properly truncated series of these functions is invariant
under rotation of the coordinate system. This last fact implies that the pole
problem, which occurs in most finite-difference global models, does not exist
in a global spectral model based on spherical harmonics: Because of the Galerkin
formulation, the unresolvable scales are not misrepresented in terms of the
scales resolved and thus, there is no aliasing. Another advantage of the spectral
formulation is that more information is carried per degree of freedom than in
a grid-point model, minimizing computer storage.

Despite these advantages, the spectral method has not been practical for
operational use because of the enormous amount of computation required in
the calculation of non-linear terms. However, Eliasen et al. (1970) and Orszag
(1970) independently developed the transform method in which the real-space
forms of the dependent variables are evaluated from the spectral coefficients for
the calculation of non-linear terms, and the results transformed back to spectral
space, every timestep. This formulation has the additional advantage that
physical processes can be easily parameterized using the real-space form of the
dependent variables on the transform grid.

The transform technique (also known as collocation) was first tested on the
free-surface equations by Eliasen et al. (1970) and by Bourke (1972). Later
Machenhauer and Daley (1972) extended the technique to the full primitive
equations using a vertical spectral representation. In contrast to this fully
Galerkin approach, Bourke (1974) extended his free-surface formulation to the
full primitive equations using finite differencing in the vertical.

The discovery of the transform technique has, at last, made possible an
operational spectral forecast model. The present work is an attempt to formulate
an efficient spectral model able to compete with conventional methods in short-
and medium-range forecasting.

The model is a multi-level global primitive equation model using sigma co-
ordinates (Phillips, 1957). In the horizontal, all dependent variables are ex-
panded in a truncated series of spherical harmonic functions and a transform
technique similar to that of Bourke (1972) is used. As in Bourke (1974) vertical
operations are handled by finite differencing. However, a quite different vertical
discretization is assumed, to be compatible with the semi-implicit time integra-
tion scheme of Robert ez al. (1972). The model simulates several physical effects
including precipitation and latent heat release, the earth’s surface topography,
transport of heat and moisture from the oceans, small-scale convection and
boundary-layer stresses.

Part 11! of this paper will discuss the results of a year of day-to-day fore-
casting with this model. It will be demonstrated that spectral models do indeed
have operational capabilities. In addition, forecasts made with a grid-point
multi-level primitive equation model, having vertical structure, semi-implicit
algorithm and physical parameterizations similar to the spectral model, will
provide a useful basis for comparison.

UThis issue
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2 Governing eqnations
The model is developed in sigma coordinates in the form o = p/p, where p is
the pressure and p, the surface pressure. Thus o = 0 at the top of the atmosphere
and o = 1 at the earth’s surface. We will employ the usual boundary conditions
g=0ato=1and o = 0.

It is convenient to define the following operators before developing the

governing equations:
1 A 1
- f Fdo, F = f Fdo. 60
-4 o

The equations of motion are written in differentiated form and the other
equations are the thermodynamic equation, continuity equation, hydrostatic
equation and a moisture equation, as follows:

a4 _ _g. . ; 0V
5}——V(C+f)V—kV><(RTVq+aaO—F), Q)
Lk @+NV- V(RTVq+é%—:—F)
—Vz((I)+ g), 3)

oT . RT 80

oq _ d¢

5=-D-5 - VVg )
g—q’ —RT (©)
[+2
and

%—f=—v VS+SD—og—S+HT H,,

RT  RT}? a6 &
|G- dmleen-t] o

where f = Coriolis parameter,

¥V = horizontal vector wind,

{ = vertical component of vorticity = k -V x ¥,

D = horizontal divergence = V- V¥,

T is the absolute temperature,

g = Inp,
RT oT
To 35 &)

p

y = static stability =

o = vertical motion in sigma coordinates

A A AT Ac
=(c— 1D+ V-Vg) + D + V-Vq ©)
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@ = geopotential height,
F is the horizontal frictional force per unit mass,
H, is the diabatic heating,
R is the gas constant for dry air,
C, is the specific heat of dry air at constant pressure,
T, is the dewpoint temperature,
S = T — T; is the dewpoint depression,
< is the ratio of the molecular weight of water vapour to effective
molecular weight of dry air (0.622),
L(T)) is the latent heat of vaporization of water or ice,
H,, represents moisture sources or sinks.

The derivation of equation (7) will be discussed in some detail in Section 6.

The governing equations are next transformed to spherical coordinates.
Following Robert (1966) the horizontal wind components u and v are converted
into true scalars U = u cos 0/a and ¥V = v cos 8/a, where a is the radius of the
earth, u is the zonal wind component, v is the meridional wind component, 6 is
the latitude and A, the longitude.

In order tg simplify the spherical coordinate form of the governing equations

we define F to be the horizontal mean of F.

—H 1 n/2 2n
F o=y f F(A, 6, o, £) cos 6dAd0
—-n/2 o]

We decompose the temperature field into its initial horizontal mean and a
-H

deviation. Thus 7 =T* + 7’ where 7* =T (o,t = 0). In a similar way

y = y* + v'. The following operator will also be useful:

1 04 3B
A4, B) = cos? @ [ﬁ to 80] (10)

With these definitions the governing equations become

g_f = —u(4, B), (11)

%? + V@ + RT*q) = (B, —A) — a’V’E, (12)
LA RCT M~ —aUT, VT + By, (13)
% ,6+D-0, (14)

%? = —«(US, VS) + Bs (15)
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and the hydrostatic equation is unchanged. Here,

(c+f)U+a‘3—V+£ 5090 _ cosoFe, (16)
U RT’ g F,
=@+ —65-—=" 7 5 +cosi—, a”n
. oq
= o052 0[U 2\ + Vcos @ 80] (18)
_@wr+rdh
2cos?d (9)
AC Ao
o_(o—l)(G+D)+G+D (20)
’ A
BT=TD+ya—51(G+D)+%TG+HT, 1)
B .38 [RT _ RT? ALA

+ Hy — Hy (22)

and V? is the horizontal Laplacian operator in spherical coordinates.

We have transferred some of the terms to the left-hand side in equations (12),
(13) and (14). These terms will be treated implicitly when the semi-implicit
algorithm is introduced. Following Robert et al. (1972) we introduce the
following two definitions which will be useful in the semi-implicit formulation:

P =@+ RT*q
and a N 23
W=¢— oG+ D)
We also define W, = W(o = 1) = — (G + D). Substituting these new vari-

ables into the left-hand side of the divergence, thermodynamic and continuity
equations, we find

aalt) V2P = «(B, —A) — a®V’E, (24)
3P
o 52—+ Ry*W = Re(UT", VT') — RBy 25)
and
oq We=0 26)
a s

We now have one more variable than equations and we therefore generate
an equation for W from the definitions of ¢ and W.

aTW+D B, where B, = —G @7
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3 Spectral form of the governing equations

The spectral form of the governing equations is developed in a manner analogous
to that of Machenhauer and Daley (1972) and, more specifically, Bourke (1974).
The vorticity ¢, for example, is expanded in the following truncated series of
spherical harmonics:

J |m|+J mom
C B m=Z—J I=Z|m( Cl Y’ ’ (28)

where {;™ are complex expansion coefficients, functions of ¢ and t.
Y,™(A, 6) = X,"(sin §)e™ are the spherical harmonics.
X,™(sin ) are associated Legendre functions of the first kind of order m.
m is the east-west (zonal) wavenumber.
1 is the degree of the associated Legendre function.
J denotes the rhomboidal wavenumber truncation (Ellsaesser, 1966).
The condition ({;™)° = (—1)™¢,”™ where () indicates complex conjugation,
ensures reality of the representation. The spherical harmonics satisfy the follow-
ing orthonormality condition:

H
YYo= 38)8," 29)

j Om >

where 8, is the Kronecker delta.

D, T,P,®, Sand W are expanded in the same manner as equation (28). The
variable ¢ is similarly expanded except that the g, are functions of time only.
In the expansions for U and ¥V there is one extra component for each m, in
order to be consistent with the expansions for £ and D (Eliasen er al. 1970).

J Iml+J+1 J Imi+J+1
U= ZJ :ZH ury”, v= Z, le vryr (30)
m=— =|m m=— I=im

Diagnostic relations between U, V and D, { can be obtained as in Eliasen
et al. (1970). Helmholtz’s theorem states that an arbitrary wind field can be
represented as the sum of the gradient of a potential function and the curl of
a stream function. Using the properties of spherical harmonics, it can be shown
that:

I+ DU = =+ D™ " + ey "8y 44" — imD|" (31
and
I+ DV = + (I + D™Dy ™ — leyy "Dysy™ — iml™  (32)
where
" = N — mA@rF - 1) (33)
and U,° = €,°0,% V,° = — ¢,°D,° are special cases. Other diagnostic rela-

tionships involving P, ®, T and q can be obtained from the hydrostatic equation
6):

o oP/™ oT*

R T 7% ¥

i (34
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and
ap,"

m_ 2
I = R 6o °

(35

The history-carrying variables are ¢, D", P,", S,” and g,". The variables
/", @, U™, V™ are all related to the history-carrying variables by the pre-
ceding diagnostic relations. The variable W,™ is only carried for formal
reasons; it will eventually be eliminated when the semi-implicit algorithm is
derived in the next section.

To simplify the notation, we introduce the following operator:

"/2 2n
(P} =L f f F(A, 8, 0, )Y ©,™(A, 6) cos BdAdS. (36)
27 -n/2 JoO

With this definition, the spectral form of the governing equations become,
for all m, I:

&7 i, By, (37

3?;"' — a (1 + DP/" = {a(B, — A) — a*V?E}™, (38)
ca;}:; + Ry*W = R{a(UT’, VT") — By}™, (39)
P 4 b= (B (40)

L A (1)

3?' «(US, VS) + B}/ 42)

Integrals on the right-hand side of equations (37) to (42) all fall into one of
three categories, typified by

n/2 2r
B =5 [ [ Bryemeos sanas, @)
20 J w2 Jo
2n rr2 2
(avigyr = - x D f_ ] f U verunas, @9

and

wa By =L (7 0 9B |ye miras, (45
4, BE" =5 w2 cosB S+ cos 20 ! » (49

Now By, E, A, B and «(4, B) are all nonlinear expressions. The integrals of
type (43), (44) and (45) are calculated using the methods of Eliasen er al. (1970)
and Orszag (1970). That is, all variables ({, D, U, V, T, S, 39/9X and cos 83g/36)
required in the calculation of the right-hand sides of equations (37) to (42) are

104 R. Daley, C. Girard, J. Henderson and I. Simmonds



first synthesized onto the real-space transform grid. From the real-space form
of the variables, the non-linear expressions 4, B, E, T'U, T'V, SU, SV, By, By
and Bg can be calculated. The integrals on the right-hand sides of equations
(37) to (42) are then simply calculated by exact numerical quadrature. Integrals
of type (43) and (44) are straightforward, but integrals of type (45) employ an
integration by parts in the manner of Bourke (1972). Thus if
J J
A= Y A, and B= ) B,e™

m=-J m=-J

then

n/2 m
(a(d, B} = f . [imA,,,X,"‘ ~ B, cos 0%’—] Cgf SNCS!

The transform grid consists of equally spaced longitudes and almost-equally-
spaced Gaussian latitudes. In the synthesis from spectral to grid, an associated
Legendre transform is first performed at each Gaussian latitude circle, to
produce Fourier coefficients. A discrete Fourier transform is then performed
to produce functional values at each longitude of the transform grid. After the
non-linear calculations are carried out on the grid, the integrals on the right-
hand sides of equations (37) to (42) are calculated by first performing a discrete
inverse Fourier transform at each Gaussian latitude. The final step is the inverse
asssociated Legendre transform performed by Gaussian quadrature. In all
cases, the contributions to the integrals are accumulated successively at each
Gaussian latitude in the manner of Eliasen er al. (1970). This successive accumu-
lation procedure has the advantage that storage at any time is only required for
a single Gaussian latitude of grid point information. It is this procedure,
together with the fact that each spectral degree of freedom carries more informa-
tion than its finite-difference counterpart, that makes the spectral model so
efficient with respect to storage requirements.

All numerical quadratures are performed exactly with respect to linear or
quadratic terms. This is ensured by requiring that the transform grid contains
2(5J + 1)/2 Gaussian latitudes and >3J + 1 longitudes for a global integra-
tion. Triple products such as y¢ are not performed alias-free, but this aliasing
seems to be acceptable (Bourke, 1974). In the same manner, any physical
parameterizations which are not linear or quadratic in nature are also aliased.

In fig. 1 is plotted the rhomboidal truncation used in the model as a function
of the zonal wavenumber m and the two-dimensional wavenumber /. The
diagram represents the case J = 10, although in practice the resolution of the
model would be considerably higher, lying between 15 and 30.

If it is desired to integrate the model over only one hemisphere, considerable
savings of computer time and storage space can be made. Spherical harmonics
are either symmetric or antisymmetric with respect to the equator. In the case
of a hemispheric model, only symmetric modes are used for the expansion of
D,P,S, T, q, ®, Wand U, while only antisymmetric modes are used for { and
V. The governing equations imply that the other modes, if initially zero, will
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Fig. | Schematic representation of the spherical harmonic modes included in the rhom-
boidal truncation J = 10. The ordinate is the two-dimensional wavenumber /. The
abscissa is the zonal (east-west) wavenumber. Black squares indicate symmetric
modes, white squares anti-symmetric modes.

remain zero. The above choice of symmetric and antisymmetric modes is
equivalent to specifying that the north-south wind and the north-south deriva-
tives of U, @ etc. vanish at the equator, i.e. a freeslip wall condition. The
model is designed to utilize and store only the non-zero components, which
makes hemispheric integrations particularly efficient.

Some authors, notably Baer (1972), have suggested the use of triangular
truncation. In this case, if L denotes the triangular wavenumber truncation then
all modes would have to satisfy —L €< m < L, I < L. In fig. 1, this would give
a triangular shape, rather than a double rhomboid. There are some advantages
to the triangular truncation, particularly in the calculation of energetics and
energy spectra. However, the superiority of the triangular truncation with
respect to the integration of a complicated numerical model has never been
demonstrated. Moreover, the rhomboidal truncation is much simpler to code,
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particularly if it is desired to take full advantage of the symmetries in integrating
a hemispheric model.

4 The semi-implicit algorithim

The semi-implicit formulation follows Robert et al. (1972). In equations (37) to
(42), time derivatives are replaced by centered time differences (except at initial
time where forward differences are applied), i.e. dF/dt is approximated by
[F(t + At) — F(tr — Ar)]/2At where At is the timestep. The remaining terms on
the left-hand sides are handled implicitly by the application of the time averag-

ing operator (™) defined by F 1/2[F(t + At) + F(t — A1)], while the right-
hand-sides are calculated explicitly.
Two equations remain fully explicit. They are the vorticity and moisture
equations:
L7t + At) = — 2At{o(4, B)}" + L,7(t — Ar) 47
and
SM(t + At) = 2A{—(US, VS) + B},™ + St — Ar). (48)
The remaining equations are handled in a semi-implicit manner using the
(™) operator:
—t —t
D™ — a”?Ad(l + )P" = At{«(B, —A) — a®V?E}" + D™(t — Af), (49)

t

—t

*W" = AMMR{«(UT', VT') — Br}," + © aP’ (t — AY, (50)

—_t t
q" — MW" = q,"(t — A1) (51)

and
P4 t
ow," ! m

L D1 = (B (52)

The integrals on the right hand side are all evaluated at time ¢. Some of the
terms in the integrals are forcing terms and should really be calculated at time
t — At to avoid the growth of a computational mode. In the case of non-linear
forcing terms this would necessitate the transform from spectral to real space
of many ¢ — At variables. This is undesirable from the point of view of com-
putational efficiency, so we have chosen to calculate certain forcing terms at

time r and suppress the computational mode with a very weak time filter
(Asselin, 1972).

—t
In the manner of Robert et al. (1972), D|™ is eliminated between equations
—1

(49) and (52). Then W,™ is eliminated between the resulting equation and

I

equation (50) giving a diagnostic equation for P,”

3 o 3P _ RAP —' 9 CT B
g&? e '_Z_I(l + I)Pl = bo ) + {CD}I » (53)
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where

{Cs}™ = RAHAUT", VT') — By}" + o %P,”‘(t — A (54)

and

{CD}lm = - RAt{Bw - At“(B’ - A) + azAtsz}lm
+ RAID( — Ay, (55)

Thus, equations (49) to (52) have been reduced to a two-point boundary
value problem for each horizontal mode. If {C;},” and {Cp},” are known at

—1

time ¢, the P/ can be calculated for each m, !/ provided the boundary con-

—t —t
ditions at ¢ = 0 and o = 1 are given. The remaining variables D;", W, ,
t —t¢
W, ™, g™ can be calculated by back substitution into (49) to (52) and the
same variables at ¢ + Ar can then be calculated from the definition of the (7%)
operator. Discussion of the appropriate boundary condition for the solution of
equation (53) will be delayed until the vertical discretization has been introduced
in the next section.

It is appropriate at this time to comment briefly upon the semi-implicit
algorithm just derived, since it might appear that certain non-linear terms are
being handled implicitly. Thus, at first sight, it appears that the non-linear
term G is being included on the left-hand (implicit) side of equation (25) because
of the definition for W given in equation (23). This is not so, as was pointed out
by Asselin (1975), because the equation for W that is actually used in the model
is equation (27), in which the non-linear term G is on the right-hand (explicit)
side. Thus, the introduction of the variable W does not allow the implicit
treatment of some non-linear terms, but it is very convenient, as will be demon-
strated subsequently.

5 Vertical discretization

The vertical finite-difference scheme is a somewhat more general form of the
scheme used by Robert ef al. (1972). The basic feature of the scheme is that
the temperatures are carried at levels intermediate to the levels of the geo-
potentials. We will dwell principally on the finite-difference analogues to the
left-hand sides of equations (49)—(53). The vertical finite-differencing involved
in the right-hand-sides of these equations is conventional and will not be dis-
cussed at length. It should be stated, though, that logarithmic vertical differenc-
ing has generally been used, particularly with respect to the thermodynamic
variables. To simplify the notation, the subscript / and superscript m will be
understood. Thus, F," is written as F, and {F},” is written as {F}.

We define N as the number of levels in the model. These levels can be specified
completely arbitrarily. In the case where the levels are to be equally spaced
in o, they are defined as ¢ = o, = 2n — 1)/2N, 1 < n < N. On these levels
are calculated U, V, {, D, ® and P. The vorticity equation (47), divergence
equation (49) and equation (52) are applied at these levels. For convenience we
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Fig. 2 Schematic representation of the vertical structure of the model (N = 5, equally
spaced in ¢). The solid lines represent the levels a., 1 = n = N. The dashed
lines represent the layers 3», 1 = n = N. The level increments 4 and layer incre-
ments & are also illustrated.

will define ay,, = 1, where we carry ¢, @, (the surface topography) and W..
In the case of an equally-spaced 5-level model (illustrated in figure 2) ¢, = 0.1,
g, =03, 05, =05, 0, =0.7, 05 =09 and o5 = 1.0.

As mentioned earlier, the thermodynamic equation is applied at intermediate
levels. These levels are obtained from a finite difference form of the hydro-
static equation. The following finite-difference approximation to the hydro-
static equation (34) is second-order accurate, provided that the layer tempera-
tures T, are defined at the geometric mean of the adjacent o-level values, i.e. by

T,=(@,— ®,,,)/Rd,, 1<n<N, (56)
where
(I)n = (I)(O' = 0"), dn = ln (0’,,_,_1/0'").

We will hereinafter refer to the o-values where the thermodynamic equation is
applied as the layer values. They are thus defined as o, = /0,0, ;. The tilde
{~) notation will be used to indicate which variables are carried in the layers
(¢ = &,); these are T,, S, and W,. Note that Wy is not carried; instead we use
W, which is applied at a level oy, ; = 1 and therefore appears without a tilde.
For an equally-spaced 5-level model the layer values of ¢ are o, = 0.173,
o, = 0.387, &5 = 0.592, g, = 0.794, a5 = 0.949,

~

It is convenient to define vertical increments in ¢; ie., 8, = Gp+1 — O
1 £ n < N — 2. Both the top and bottom increments are special cases. Thus

8 =gy and dy-; =1 — Gy ;.
Now P, = ®, + RT,*q is defined on the levels o,, whereas the temperatures
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T, and thus T*, are carried in the layers o, We obtain 7%, and thus P, from
T*_ and g by simply taking the logarithmic average of the adjacent layer tem-
peratures T*, and T*,.,. To second order accuracy

T*, = (dp T + 4,T*,_ D/, + d,-), 2<n<N. )

T*, cannot be calculated in this manner and is instead simply obtained by

linear extrapolation.
T*l = I.ST*I - .ST*z.

The 77, are obtained in a similar manner.
The static stability y* can be calculated at the layers o, simply as

L(RT*n —_ T*n+1

%

7"n=~ C d

Oy s

— T*
T"), 1<n<N (8

where T*y., = T*,. In the absence of an equation for T}, it has been assumed
that ¥*y = ¥*y_.. This, in effect, formally defines T*, in terms of T*y and
T*,. A similar expression and assumption is used to relate ¥’, to 7'.,T', and
T'n+ 1

Vertically discretized analogues of the vertical integration operators (" o) and

A A AG AC

(») defined in equation (1) are required for the calculation of G, D, G, D and
ultimately ¢ (from equations (9) and (18)) at the layers a,. The vertical integral

AO An

F is approximated by F, a simple quadrature extending from the surface
A AO

(o = 1) to 5, F is approximated by F the same quadrature extending from
6 =11to ¢ = 0. Thus, if Fis a level variable, then the approximation for

ACG

Fate=o0, is

AR N ~
k=n+1

A AC

In this manner, it is possible to obtain the quadrature analogues of G, G,
A AC

D, D and thus ¢ at each of the layers o, 1 < n < N — 1. At oy we have

assumed &y = h&y_, where A is an empirical constant 0 < » < 1.

Similar approximations are used for any remaining terms on the right-hand-
sides of equations (49)—(53).

All that remains to be discussed is the solution of the boundary value problem
(53). The consistent vertically discretized form of this equation for 2 < n <
N-—1lis
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t —t c—t t

(Pyuy =P\ (P, —P,_ RAt2 3
[\ ;*ndn } - ( 7*n—ldn—ll ) l(l + l)P h

]

n—1

5 |55 o -

n—1

}] LGl (60)

where, as mentioned previously, n refers to level or layer, (~) indicates a layer
value, and { } refers to a horizontal integration (equation 36).

—t

Equation (60) yields N — 2 equations in the N unknowns P,, 1 < n € N.
To close the system it is necessary to obtain 2 additional equations involving

— —
respectively P, and Py .

The top boundary condition is straightforward to apply. At ¢ =0, ¢ = 0,
which implies W = 0 in the finite difference analogue of equation (52) applied

—t
at ¢,. This leads to the following relation between Wl and D, :

—!

W —t
81 +Dl {Bw}l'

Combining the above equations with the finite difference analogues of

equations (49) and (50), applied at o, and o, respectively, yields an equation
—t —t
involving P; and P, only:
b 4
So *1dy

To close the system at the bottom boundary is less straightforward. Recalling

R - 0 TG

the definition of W and the assumptions made for ¥y and 5N and noting that
®, is time-invariant, it can be shown that the finite difference analogue of
equation (50) degenerates to the following when applied at oy.
—t
—Py | RAt
redy | A%y

t —1t

hy*v_1Wy_1 + RAtW, ={“X{_N (62)
N

where

RT* T* N N
X*N = C N+ dNN — hy*n_ 165

The finite dlﬁ’erence analogues of equatlons (49) and (52) applied at oy yield
t —t
a relation between W W~—1 and PN A third relation between Py_,, Py
t

and Wy_; can be obtained by applying the finite difference analogue of equa-
t —t

tion (50) at Gy_,. This yields 3 equations in 4 unknowns Py, Py_,, W, and

—t

t —t t

Wy_, which can be used to obtain a single equation in Py and Py-, ;i.e.
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-t

—_t t
1 —Py  (Py — Py, RAtzl!I + 1
Sn—1 I:X*NdN ( i*N—ldN—l )] B a* P =

o[ € o oo | + Coly ()

where

Equations (60), (61) and (63) define an N x N tri-diagonal matrix relation-
—t

ship for each horizontal mode (m, ) of the P,. 1 < n < N. These matrix

problems are easily solved by an efficient tri-diagonal matrix algorithm. Once

—t

the P, have been calculated, back substitution into the vertically discretized

—t

—t —t
forms of (49) and (50) yields D, and W, respectively. Substitution of Py and
t —t —t

Wy-, into (62) yields W,, from which ¢ can be obtained using (51). The
definition of the (™*) operator then yields P,(t + At), D,(t + At) and g(t + At).
The remaining variables ®(t + Atf) and T,(+ + A¢) are calculated diagnostically
using the vertically discretized forms of equations (34) and (35). The explicit
prognostic equations (47) and (48) yield {,(r + At) and S,(r + At).

This formulation of the semi-implicit method does have the advantage of
yielding a tri-diagonal matrix in the vertical at the expense of some conceptual
complication. However, the extra calculations per timestep due to the semi-
implicit calculation are completely negligible.

6 Physical parameterization
a Precipitation, Latent Heat Release and Convective Adjustment.
Consideration of large-scale heating by precipitation requires the introduction
of a moisture variable to denote the local amount of water vapour present in
the atmosphere, plus an assumption for the release of latent heat. All of the
many measures of the local water vapour content of the air can be related,
provided the temperature and pressure are known; the question arises as to
which is most suitable for a spectral model. Experiments conducted by one of the
authors (Simmonds, 1975) indicated that a spherical harmonic series approxi-
mation to the horizontal variation of dew point depression contains more
information than a similar series approximation to relative humidity or water-
vapour mixing-ratio. Dew-point depression also has the attractive property for
a spectral model that it can never become physically unrealizeable due to
spectral truncation. Its simple vertical structure makes it well suited for sigma-
coordinate models. It is the variable currently analysed at the Canadian Mete-
orological Centre.

The prognostic equation for dew-point depression (7) is obtained by sub-
tracting the following tendency equation for dew-point temperature from the
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thermodynamic equation (4). Since T; = T(p,r), where p is the pressure and r
is the water-vapour mixing-ratio, we can write:

dTy _ (3T4\ dp . (3T4\ dr
m‘(@lm+(&,m €4

A natural assumption for the parameterization of large-scale heat release is
that of no supersaturation, which can be satisfied in the following simple steps.
Moisture is first advected conservatively

(-

aTd) RT,?
= 24 65
( ap r €pL(T‘d) ( )

equation (64) leads to equation (7) for S. Next, supersaturation is removed by
a procedure which consists essentially in solving the following set of equations

Since

n-T:éo—m (66)

ra = hy(T) (67)

where T, T, and r, r, represent the temperature and mixing ratio of a layer at a
given location, respectively, before and after large-scale condensation has
occurred, and r(7) is the saturation mixing-ratio for the temperature 7. To
account for sub-grid-scale variations in moisture an empirical parameter,
h, < 1, has been introduced in (67), representing the value of relative humidity
above which large scale condensation is considered to occur in the presence of
ascending motion. At the present, the system (66)—(67) is solved, without itera-
tion, by the generalized Newton-Raphson procedure described by Langlois
(1973). The latent heat and moisture changes, corresponding to the differences
T, — T and r, — r are included in the source terms Hy and H,, of the dynamic
equations (4) and (7). Note that H, correctly appears in both the temperature
and dew point depression equations. The resulting amount of precipitation for
a layer of thickness o,,; — a, (in units of length) is then computed by the
formula

Po=p O Ty 68)

where p,, is the density of liquid water.

To make sure that the large-scale latent heating remains stable, a moist con-
vective adjustment based on the principles of Manabe er al. (1965) is performed.
The scheme changes the vertical profiles of temperature and moisture at a given
location while conserving moist static energy and serves as a crude parameteriza-
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tion of the effects of moist convection, including an evaluation of convective
precipitation.

The conditions of its application to a given layer of the atmosphere are:
(i) the relative humidity is greater than a critical value 4,, (ii) the air motion is
directed upward and (iii) the lapse rate y of potential temperature is less than a
critical value y,, where y, is defined as a linearly weighted function of the dry
adiabatic lapse rate y; = 0 and the moist adiabatic lapse rate y,:

Ye = Xlh, kv (T, r{T)) (69)
with
0 k< h,
X b)) = <(h = BN — h) h. <h <1 (70)
1 hz1

The last condition is similar to that imposed by Gadd and Keers (1970) to
prevent the development of shocks caused by large sudden adjustments.

The convective adjustment process itself is best described by defining its end
result:

YolT) = x (o )y (T, rT,) (71)
r, = hr(T,) (72)

1 1
fo (T, — T)do =6Lj fo r — r)do (73)

where y,, T, and r, are the adjusted profiles of y, T and r. These profiles are
different from the original ones only in the layer (which may include several
model levels) where inequality (71) was violated before and/or during the
adjustment. In this layer, the relative humidity is now uniform and equal to the
original humidity at the bottom; the equality sign in (71) is now valid. An up-
ward transport of heat and moisture has taken place and any excess moisture
has been released as convective precipitation. The discretized version of (71)-
(73) must be solved iteratively.

In practice, the calculations of both large-scale and convective precipitation
are done simultaneously. This rather efficient procedure is possible since the
large-scale condensation scheme (66)—(67) is a subset of the moist convective
adjustment scheme (71)-(73) corresponding to vanishing vertical heat and
moisture fluxes with s, = h,. Furthermore, whenever the lapse rate y of potential
temperature is less than zero, a dry convective adjustment will be performed
subject to the constraint of conservation of dry static energy. This is also a
special case of system (71)—(73) with y. = 0 and no latent heat release.

b Orography
The model attempts to simulate orographic effects. @, (the earth’s surface
topography) is represented by a series of spherical harmonics with the same
truncation (J) as the other variables in the model.

Since the earth’s surface topography has quasi-discontinuities in the first
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derivative at the continental boundaries, Gibb’s phenomena do occur in the
truncated series representation of ®@,. This is manifested primarily in negative
values of @, over the ocean, adjacent to high mountains, such as off the coast
of Greenland. These negative excursions in ®,, although aesthetically displeas-
ing, have never been observed to degrade the quality of the forecasts produced
by the model.

¢ Boundary Layer Parameterization
Though more sophisticated parameterizations are under evaluation, F,, Fy, Hy
and H,, are presently calculated by bulk acrodynamic formulae.

For F, and Fy at the lowest level, Cressman’s (1960) drag formulation is
used. Hy and H,, are assumed to be zero over land and ice. Over the open
ocean, fluxes of heat and moisture into the lowest model layer are calculated.
Hy depends upon the windspeed and the difference between the lowest layer
air temperature extrapolated adiabatically to the surface and a given sea surface
temperature. H), is a function of the windspeed and the difference between the
lowest layer mixing ratio and the saturated mixing ratio of air in contact with
the sea.

7 Summary

A multi-level spectral primitive equation model has been developed for short-
range forecasting over the globe or a hemisphere. The model, as described
above, has certain theoretical advantages with respect to classical grid-point
models.

Part II of this paper will attempt to demonstrate that the theoretical potential
of this model can be realized in practice. Firstly, initialization from real data,
model resolution and computational efficiency will be discussed. Then, case
studies and verification statistics collected over many months of parallel fore-
casting with other models will be presented. The results of these experiments
will clearly indicate that spectral models do indeed have operational capabilities
for short-range forecasting.
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ABSTRACT

The spectral global baroclinic primi-
tive equation model described in Part 1
of this paper has been extensively
tested. The model has been run daily
from operational analyses for over a
year. From this large sample of fore-
casts, verification statistics have been
collected and compared with similar
statistics collected from three compe-
titive grid-point models. The spectral
model is also compared with the grid-

A second case study demonstrates the
effect of horizontal resolution and
physical effects on spectral model
forecasts. The results of these experi-
ments demonstrate that the spectral
model is highly competitive with other
models, in terms of both accuracy
and computational efficiency. On 18
February 1976 the spectral model
became the operational Canadian
large-scale forecast model.

point models in a synoptic case study.

1 Introduction

A multi-level spectral primitive equations model was introduced in Part I of
this paper (hereinafter referred to as I). The model was designed for short- or
medium-range numerical weather prediction over the globe or a hemisphere.
In I we claimed that the model could compete successfully with conventional
grid-point models in terms of both accuracy and efficiency. We will attempt
to substantiate this claim by means of timing tests, verification statistics and a
synoptic case study involving the spectral model and various grid-point models.
In addition, a second synoptic case study will test various aspects of the spectral
model alone, such as horizontal resolution and moisture processes.

The spectral model is based upon the spherical harmonic method of Eliasen
et al. (1970) and Bourke (1972, 1974). All vertical operations are handled
by finite differencing and a semi-implicit algorithm in the manner of Robert
et al. (1972) enables the model to use relatively long timesteps. Physical pro-
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cesses include orography, precipitation and latent heat release, dry and moist
convective adjustment and a simple boundary layer parameterization.

The model has been run and verified daily at the Canadian Meteorological
Centre on a quasi-real-time basis since late 1974. This version of the model
has 5 vertical levels (equally spaced in o). The horizontal resolution is J = 20
(see I) and the model will be designated as sp20 (spectral 20). This model
is hemispheric and includes all physical processes mentioned in I, unless other-
wise indicated. We will on occasion refer to sP15 or sp30 which are the same
as sP20, except that J = 15 or J = 30 respectively.

First, we will discuss the initialization of the spectral model from real data
objective analyses. We will then proceed to a synoptic case study in which the
forecasts produced by various configurations of the model will be examined.
This case study will demonstrate that the spectral model can successfully fore-
cast a developing cyclone. The effect of horizontal resolution and moisture
processes on the forecast will be briefly examined.

We will then proceed to an inter-model comparison, which has three sections.
First, we will introduce three grid-point models. Two of the grid-point models
are primitive equation models and have the same vertical structure, semi-
implicit algorithm and physical parameterization as the spectral model. The
similarities between the spectral model and these grid-point models provide
a unique opportunity for comparison of the grid-point and spectral techniques.
We will then proceed to compare equivalent grid-point and spectral models
from the point of view of computational efficiency. The inter-model com-
parison will terminate with a discussion of model accuracy utilizing verification
statistics, a synoptic case study and a displacement error study.

Care must be taken in the interpretation of the results of these inter-model
comparisons. The two primitive equation models are indeed very similar to
the spectral model and meaningful comparisons can be made. However, they
were not developed primarily for the purpose of this comparison and differ
from the spectral model in many minor respects not explicitly mentioned here.
Moreover, there is a fundamental difficulty in comparing the horizontal resolu-
tions of the grid-point and spectral models. These uncertainties in the experi-
ment do not permit us to conclude anything more definite than that the spectral
and grid-point models are competitive.

2 Initialization

The model is run from an objective analysis (Rutherford, 1976) which pro-
vides wind components, heights, temperatures and dewpoint spreads at standard
pressure levels on a 2805-point polar-stereographic grid (381-km grid-length
at 60°N). For the spectral model these variables are first bi-cubically inter-
polated to the Gaussian transform grid. This requires some extrapolation in
the tropics. The symmetry conditions are then used to determine the Southern
Hemisphere. The surface topography @, is then used for the vertical interpola-
tion to the sigma surfaces of the model. The spectral coefficients of the model
variables @, {, D, S, q are obtained by spectral analysis.
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Fig. 1 (a) Mean sea level pressure in millibars (solid lines) and 1000-500 millibar thick-
ness in dekameters (dotted lines) from objective analysis of 12Z 9 November
1975 over North America.

After the model has run, the reverse procedure is used to produce polar
stereographic grid-point values on constant-pressure surfaces.

3 Spectral model synoptic case study

We first present a synoptic case study involving the spectral model alone. The
case of 12Z 9 November 1975 was chosen primarily because there was a good
example of cyclogenesis over the North American continent. We will examine
36-h forecasts produced by sp15, sp20 and sP30, as well as sp20 run without
moisture processes.

In Fig. 1(a) is the initial mean-sea-level pressure (millibars) and 500—
1000-mb thickness (dekametres) for the region of North America. In 1(b)
is the verifying objective analysis for 36 h later. In 1(c) is the standard sp20
36-h forecast. In 1(e) and 1(f) are the forecasts made with sP15 and sp30
respectively. In these cases, the models are run with all the physical processes
described in 1. In Fig. 1(d) is shown the forecast made with sp20 but with all
moisture processes (precipitation, latent heat release and moist convective
adjustment) turned off.

The interesting cyclone is the one that starts off in northern Texas and ends
up near James Bay, deepening 15 millibars. It is interesting to note that the
displacement errors of all the models are relatively small and similar, although

A Multi-Level Spectral Primitive Equation Model 119



120

Fig. 1(c) 36-h forecast by sp20.
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Fig. 1(d) 36-h forecast by sp20, without moisture.

Fig. 1(e) 36-h forecast by sp15.
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Fig. 1(f) 36-h forecast by sp30.

SP15 has a somewhat larger cross-track error. In other words, for this case at
least, increasing resolution does not affect the displacement error markedly.

However, both the addition of moisture processes and increasing resolution
clearly affect the development of this cyclone. The associated frontal wave, as
seen in the thickness pattern, is clearly handled best by sp30. The system off the
west coast of Canada is not handled well by sp30, but there is less data in this
region.

In Fig. 2 is presented the 24-h precipitation (inches) over North America
for the period 00Z 10 November 1975 to 00Z 11 November 1975. This is the
last 24 hours of the case shown in Fig. 1. In Fig. 2a is the observed precipitation,
in Fig. 2b that predicted by sp20, corresponding to the mean sea level pressure
forecast of Fig. 1(c).

The main precipitation area associated with the James Bay low is well fore-
cast, but the secondary area over Labrador is completely missing. There is some
skill on the Pacific coast, but the precipitation there is underforecast, possibly
due to insufficient resolution in the topography field.

4 Inter-Model Comparison

a The Control Models
In this section will be introduced three grid-point models with which the
spectral model will be compared. The three grid-point models are the Canadian
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Same as (a) except forecast by sp20.

Fig. 2(b)

h observed accumulated rainfall (inches) for the

(a) 24
period 00Z 10 November 1975 to 00Z 11 November 1975.

Fig. 2
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operational large-scale numerical forecast model and experimental coarse-mesh
and fine-mesh primitive equation grid-point models.

The Canadian operational model (in November 1975) was a 4-level
(constant-pressure surface) filtered baroclinic model. It has been described by
Robert (1963) and will be designated as FB. This model is a statistical-dyna-
mical model run with a standard 381-km grid-length (at 60°N) over a 2805-
point polar-stereographic grid covering most of the Northern Hemisphere. This
is the same polar stereographic grid mentioned in Section 2. It has very little
physical parameterization, except certain statistical features which correct for
missing physical effects. The model is also used to provide input to the opera-
tional precipitation forecasting scheme of Davies and Olson (1973). Despite
its simplicity, the model has been very successful, particularly in forecasting
cyclogenesis off the east coast of North America. The timestep of this model
is one hour.

The next model is a 5-level primitive equation grid-point model. This model
has been described in an early version by Robert ef al. (1972) and will be
designated as CMGP (coarse-mesh grid-point). The model has similar physical
parameterization, vertical structure and semi-implicit algorithm as the spectral
model and runs on the same grid as ¥B. This model uses Shuman (1962) semi-
momentum differencing and both second-order and fourth-order versions exist.
The boundary conditions of cMGP are a point of difference with the spectral
model. The grid-point model’s boundary is a rectangle on the polar stereo-
graphic grid, which appears as a curved line with 4 cusps on the globe. The
boundary conditions have been described by Asselin (1972) and consist of:
the relative vorticity at inflow points is zero and the normal wind and normal
surface pressure gradient are specified initially and are independent of time.
Another point of difference with the spectral model is that the resolution of
CMGP varies substantially between pole and equator because of the polar stereo-
graphic projection. The timestep is 60 min (second-order) and 45 min (fourth-
order).

The third model is a limited-area fine-mesh version of CMGP. A one-level
version of this model has been described by Asselin (1972). The model has 5
levels and runs with a 190.5-km grid-length on a polar stereographic grid with
2784 grid-points. The boundary conditions are: the relative vorticity tendency
at inflow points, the normal wind tendency and normal surface pressure gradient
tendency are all specified externally at each timestep. Both cMGP and sp20
have been used for this purpose. This model generally runs over an area cover-
ing North America with a 30 min timestep. We will hereinafter designate this
model as FMGP (fine mesh grid-point).

b Model Efficiency

Model efficiency is usually not dwelt upon in scientific discussions, but an ex-
ception must be made here, for two reasons. Firstly, these models are designed
to run from real data in real time and speed is very important. Secondly, the
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TaBLE 1. Running time for 36-hour forecasts by two different models,

sp20 CMGP
64 longitudes 2805 points
26 Gaussian latitudes 4th order differencing
40 minute timestep 45 minute timestep
Central Procesor Time 5 minutes 6 minutes

Total Running Time 5.5 minutes 17 minutes*

most telling criticism of the spectral model has always been its computational
inefficiency.

Ideally, we should wish to compare the efficiencies of spectral and grid-point
models with equivalent horizontal resolution, all other aspects being equal.
Unfortunately, it is very difficult to compare the resolution of the spectral
model, which is expressed in terms of the shortest wavelength resolved, with
the resolution of the grid-point model which is expressed in terms of the grid-
length at some latitude. It is clearly not reasonable to compare them with
respect to degrees of freedom, as a grid-point model has many redundant
degrees of freedom (Orszag, 1971). Neither is it reasonable to use the two
grid-length wave of the grid-point model as the shortest wave that it can resolve,
because of the large truncation error in that wave. Consequently we will not
attempt here to objectively compare model resolutions. Instead, we will simply
state that on the basis of the results to be shown later and on many other fore-
casts not specifically discussed here, cMGp (fourth order) and sp20 produce
an approximately equivalent forecast.

If this subjective statement is accepted, it is possible to compare computa-
tional efficiency. Firstly, it is clear that the spectral model has a considerable
advantage in computer storage. sP20 (hemispheric) has 441 degrees of freedom
per variable per vertical level, (As mentioned in I, for hemispheric integrations
only the non-zero coefficients are retained). cMGP has 2805 degrees of freedom
per variable per vertical level. This means that sp20 uses much less storage both
on disk and in core.

As far as computation time is concerned, the results given here are machine
dependent. We quote them for a cpc 7600 with approximately 25,000 words of
fast core memory and 100,000 words of slow core memory available to the
user. This is enough memory to allow sp30 (hemispheric) to run in core without
core overlays and without core-to-disk data transfers during the time integra-
tion. cMGP, on the other hand, requires extensive overlaying and core-to-disk
transfers every timestep.

In Table 1 is given the central processor time and total elapsed time (includ-
ing core-to-disk transfers) for sP20 and cMGP to produce 36-h hemispheric
forecasts. Both have 5 levels and include all physical processes mentioned in 1.

INote added in proof: since reduced to 7 min by program optimization,
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TABLE 2. Percentages of central processor time for various parts of the calculation in spectral
models of different resolution.

Percentage of Time

Gaussian Time per Transform
Latitudes Timestep  Legendre Grid
(hemisphere) Longitudes (seconds) Transform FFT Calculations Misc

sp15 19 48 2.15 20.5 36.0 36.8

6.7
sp20 26 64 4.13 24.5 35.2 34.8 5.5
sp30 38 96 8.93 28.4 32.4 35.4 3.8

The number of Gaussian latitudes refers only to those in the Northern Hemi-
sphere.

In the sense of Orszag (1970) where N indicates the number of degrees of
freedom per dimension, the grid-point models have O(N2?) operations per
timestep per vertical level. By the same token, in the spectral model, the
Fourier transforms are O(N2lnN), the Legendre transforms are O(N?) and
the evaluation of the non-linear and forcing terms on the transform grid are
O(N?). Clearly, because the Legendre transforms are O(N3), the spectral
model will be less efficient at large N. However, at more moderate N, because
of the large amount of calculation required in physical parameterizations, we
might expect the O(N?)terms of the transform grid to predominate. The ques-
tion is: at what value of N do the O(N3) terms start to seriously affect the
efficiency?

Table 2 demonstrates that this point has clearly not been reached at N = 30.
In Table 2 are plotted the percentages of central processor time involved in the
Legendre transforms (including the time for evaluation of the Legendre func-
tions), Fast Fourier Transforms, and the evaluation of the non-linear and
forcing terms on the transform grid. There is also a miscellaneous column for
the remaining time which consists largely of the semi-implicit algorithm and the
diagnostic calculation of ®, T from P and U, V from {, D. These timings are
for sp15, sp20 and sp30 run hemispherically with all physical processes men-
tioned in 1.

It can be seen that the total running time increases roughly as O (N?) between
sp15 and sp30. In addition, even with sp30, the evaluation of the Legendre
transforms is still not the most time-consuming operation. So we must conclude
that the resolution at which the calculations become O(N3) is greater than
N=130.

Although it must be stated that the degree of program optimization of CMGP
is not as great as in sp20, one must nevertheless conclude from Tables 1 and 2
and the above discussions, that numerical forecasting by the spectral method is
an efficient procedure on a large-scale computer.

¢ Forecast Accuracy
This section will consist firstly of a synoptic case study of the four models sP20,
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alysis of 12Z 5 October 1975.
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Fig. 3 (a) 1000-mb height (dam) from objec

alysis 36 h later, 00Z 7 October 1975.

Fig. 3(b) Objective an
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Fig. 3(d) 36-h forecast by cMGP.
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Fig. 3(e) 36-h forecast by FMGP.

Fig. 3(f) 36-h foreca

st by FB.

129

A Multi-Level Spectral Primitive Equation Model



FB, CMGP and FMGP. Next, verification statistics for the four models for the
period January 1975 to October 1975 will be examined. Finally the results of a
study of the 1000-mb 36-h displacement errors in sp20, cMGP and FB will be
presented.

In Fig. 3(a) is presented the initial 1000-mb height field (dekametres) for
127 5 Oct. 1972 over a North American window. In 3(b) is shown the verifying
objective analysis 36 h later. In 3(c), 3(d), 3(e) and 3(f) are shown the 36-h
forecasts of SP20, cMGP, FMGP and FB verifying at the same time.

This case was chosen more or less randomly and does not contain a particu-
larly interesting or difficult synoptic sitnation. Similarly, it does not demonstrate
marked superiority for any particular model. What it is primarily intended to
show is that sp20 has sufficient resolution to provide as creditable a forecast as
the three grid-point models. It is able, for example, to forecast the displacement
of the Hudson Bay low reasonably accurately and it correctly forecasts the
development of a low in the Western U.S. On the other hand, the development
of the cyclone that moves southeast of Greenland is not well forecast, although,
the other primitive equation models cMGP and FMGP have the same fault.

Model verification statistics such as root-mean-square-error and S1 score
(Teweles and Wobus, 1954) give some indication of the relative performance
of different models. We have collected verification statistics from 10 months
of daily forecasts by the models. Despite the large sample, however, some
caution must be exercised in interpreting the results. Both types of scores are
somewhat sensitive to space filtering. In addition all of the models except FB
were altered occasionally during the period. However, the intention here is
merely to show that the spectral model is competitive with grid-point models,
and the following three figures would certainly indicate that this is so.

In Fig. 4 is presented the 500-mb 36-h r.m.s. height error averaged monthly
for the models, sP20, FB, cMGP and FMGP. The graphs cover the period January
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Fig. 4 Monthly averaged 36-h root mean square 500-mb height errors (m) for sp20, FB,

cMGP and FMGP for January to October, 1975.
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Fig. 5 Same as Fig. 4, except at 1000 mb.

to October, 1975, although verification statistics for FMGP were available only
from May on. The averages represent at least one run daily for each model.
All models were run from late (i.e. complete) objective analyses. The verifica-
tion area is what is known as Area 6 at the Canadian Meteorological Centre
and covers Canada and parts of the U.S., Alaska and Greenland. It is a rectangle
on the polar stereographic projection with the corner points (21.9°N,
111.4°W), (49.9°N, 154.7°W), (68.8°N, 20.9°W), (28.2°N, 64.5°W).

Several facts should be noted in order to interpret these results correctly.
Firstly, sP20 was run without moisture processes until September, 1975.
Secondly, cMGP was run with only second-order differencing until the summer
months, and was no longer verified after August, 1975.

In Fig. 5§ are presented the 1000-mb 36-h r.m.s. height error averaged
monthly for the four models. Fig. 6 shows the monthly averaged S1 scores
for 36-h forecasts at SO0 mb and 1000 mb for three models from August to
October, 1975. The S1 scores before that point were unfortunately calculated
incorrectly for all models and are unuseable. The comments appropriate to
Fig. 4 apply also to Figs. 5 and 6.

Spectral models, by their very nature, have no linear phase error. There
is of course time-truncation error (which should overestimate the phase speed)
and there are non-linear effects. In practice, however, it is not clear whether
the spectral model should have larger or smaller displacement errors than
grid-point models.

In Table 3 are presented 1000-mb displacement errors for three models
during the period 18 January 1975 to 18 March 1975. The procedure followed
was similar to that of Druyan (1974). Ten identifiable cyclones, with tracks
that could be followed easily, were chosen. The displacement errors of the 36-h
prognoses of the three models were calculated and presented in the same
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Fig. 6 Monthly averaged 36-h S1 scores at 500 mb and 1000 mb for sp20, FB and FMGP
for August, September and October, 1975.

TABLE 3. Errors in the displacement of 1000-mb cyclones in forecasts by three different

models.
Percent of Cross Track
Downstream Movement Position Error
Forecast (Km)
Cyclone Total Distance
Number Moved (km) sp20 FB CMGP sp20 FB CMGP
1 2050 100 105 90 160 120 300
2 2400 90 80 60 200 250 500
3 2000 80 70 60 0 200 400
4 0 Correct 0 0 0
5 2250 70 50 60 250 600 0
6 400 130 100 100 100 0 100
7 2500 75 80 60 300 0 150
8 1800 100 100 70 0 0 0
9 1400 80 85 45 200 0 500
10 2300 85 85 65 0 0 0

manner as Druyan (1974). Each cyclone was separate and was tracked using
analyses every 12 hours.

The three models used were sp20, FB and CMGP (FMGP was not available at
the time). What particularly stands out is how badly CMGP has underestimated
the displacement of the cyclones. This can be attributed largely to the use of
second-order differencing. It is interesting to note that sp20 is only fast on a
single case, but never seriously underestimates the displacements. Cross-track
errors are relatively small for all models.

5 Conclusions and future development

The potential and promise of the spectral method can now be realized for
numerical weather prediction. A multi-level primitive-equation spectral model
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has been constructed which yields competitive short-range forecasts in an
efficient manner. The important breakthrough of Eliasen et al. (1970) and
Orszag (1970) simultaneously eliminated the problems of inefficiency and
physical parameterizations. The results of Bourke (1974) and the present
study indicate that most of the remaining problems have been overcome.

The synoptic case study of Section 3 suggests that sp20 has sufficient resolu-
tion to stimulate cyclogenesis, although sP30 is even better.

The important results come from the inter-model comparison in Section 4.
Three grid-point models, two of which had the same vertical structure, semi-
implicit algorithm and physical parameterization as the spectral model, provided
particularly appropriate comparisons. Timing tests demonstrated that the spec-
tral model was at least as computationally efficient as an equivalent grid-point
model. More importantly, a synoptic case study, ten months of verification
statistics, and a displacement error study indicated that the spectral model was
as accurate as the other models.

In the future the model will be improved in several directions. It is expected
that the model will be run regularly with greater vertical and/or horizontal
resolution (sP30 — 5 levels or sP20 — 10 levels are both quite feasible). In ad-
dition, much more sophisticated physical parameterizations will be used. Radia-
tive effects will be taken into account and a planetary boundary layer simulation
is currently being evaluated.

It is also expected that the model will be tested in the Canadian Meteor-
ological Centre objective analysis cycle (Rutherford, 1976) to produce trial
fields. Some experiments have been performed with the global version of the
model, and it is anticipated that the model will be used during the First GARP
Global Experiment.

After extensive subjective evaluation by the forecasting meteorologists of
the Canadian Meteorological Centre and with due consideration to its com-
putational efficiency, the spectral model has been chosen to replace the filtered
baroclinic model as the operational Canadian forecast model. The implementa-
tion date was February 18, 1976.
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NOTES AND CORRESPONDENCE

ON SNOW DEVILS

H.P. Wilson and D.B. Fraser
Arctic Weather Central
Edmonton, Alberta
[Received 22 January 1976]

In a recent issue of Atmosphere, Peterson (1975) has summarized the material
on snow devils that he has been able to glean from the literature. We would like
to add three items which have been collected by members of the Arctic Weather
Centre in Edmonton.

The first is an occurrence which was observed by a pilot approaching for a
landing at Paulatuk on 16 December 1966. He encountered severe turbulence
and noted a set of conditions similar to those shown in Peterson’s diagram and,
in particular, snow devils on the slope to the south of Paulatuk. He landed on
the ice which had been scoured almost free of snow by an intense snow devil
on the previous day.

Paulatuk is situated at the head of Darnley Bay on the east side of Parry
Peninsula. From the base of Parry Peninsula to the vicinity of Paulatuk the
land rises to the south 250 m in 15 km to a lake-covered plateau. A shallow fan-
shaped trough is evident south of Parry Peninsula with the Smoking Hills to the
west and the higher Melville Hills to the east. The slope of the smoking hills is
10— and gale force downslope winds are common in early winter from the
trough emptying on Parry Peninsula westward to Franklin Bay. When there is
a moderate southerly foehn type flow of very stable air downslope winds are
common along a zone about 50 km in width mainly to the west of Paulatuk.

Stefansson (1943) observed the wind when Langton Bay was open or
covered only with thin ice. “When you come from inland travelling north
towards the coast of Franklin Bay you notice a light breeze blowing at your
back when you are six or eight miles from the edge of the plateau. By the time
you come to the edge, about three or four miles from the ocean and begin to
descend there is a terrific gale blowing. This gale may be sixty or eighty miles
per hour on the beach but if you proceed north along the neck of Parry Penin-
sula eight or ten miles from the cliffs you gradually walk out of it and find your-
self in calm weather or a light wind blowing in another direction.”

The behaviour of katabatic flows down long steep slopes has been studied
by Ball (1956 a and b). He showed that what was observed at Cape Denison,
Antarctica, constituted an atmospheric jump that corresponded closely to a
hydraulic jump. Fraser (1959) has used Ball’s theory successfully to explain
sudden changes of surface winds at Resolute but snow devils or “whirlies” have
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not been observed there. A recent photo Auer (1973) confirms that atmo-
spheric jumps are common.

As a third item, we would like to suggest that the presence of snow devils
downslope from a jump may be explained as a result of the formation of
Karman trails in the flow above the jump and their intensification by vertical
stretching while passing through the jump.

This explanation depends on the assumption that there are obstacles to the
flow above the jump, such as large boulders. From Karman’s theory, as given
in Prandtl and Tietjens (1957), beginning on page 130, vortices are shed from
the sides of an obstacle, provided that the Reynold’s Number is sufficiently high,
and carried downstream in two parallel rows. The most stable arrangement is
a systematically staggered pattern such that the separation of the two rows
equals the width of the obstacle, and the spacing along each row is roughly four
times that width. The motion of the vortices is somewhat slower than that of
the undisturbed flow. Looking downstream, the sense of rotation is anticyclonic
in the left and cyclonic in the right row.

Karman vortex trails have often been noted in satellite pictures of low clouds
to the lee of isolated mountainous islands, sometimes extending downwind
for distances greater than 100 km.

If a vortex from upwind enters a jump, it would be subjected to stretching
and intensification, assuming that the pattern of flow in a vertical plane oriented
along the flow is dominantly divergent. On emerging from the jump, its forward
speed would decrease in response to the decrease of the speed of the ambient
flow. The result would be an accumulation of vortices in a zone immediately
downwind from the jump, and because of reduced separations of centres, the
motions of individual vortices would tend to become random, resulting in
collisions and dissipation.

This explanation appears to be preferable to one based on the assumption
that the vortices are formed by twisting and tilting of horizontal to vertical
vorticity.
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A STUDY OF PHOTOCHEMICAL AIR POLLUTANTS IN THE URBAN
AIRSHEDS OF EDMONTON AND CALGARY

H.S. Sandhu
Research Secretariat
Alberta Department of the Environment
Edmonton, Alberta
[Received 8 March 19761

This study was commissioned by the Alberta Department of the Environment
in 1974 and its objectives were:

1. To examine carefully the existing air pollutant data base for airsheds of
Edmonton and Calgary;

2. To test the steady-state mechanism for the production of ozone through
photochemical means by employing ambient air pollutant data available
for extremes of meteorological conditions prevalent in Edmonton and
Calgary;

3. To make available a report of the findings which will include a set of
recommendations.

Meteorological and air pollutant data for the months of July and December
1974, monitored by different agencies for the two airsheds, were employed in
carrying out the final analysis.

The final report was made public during December 1975. It was concluded
that ozone was generated through photochemical reactions of air pollutants
present in the urban airsheds of Edmonton and Calgary. Precise amounts of
ozone produced could not be determined because of the lack of background
ozone levels. Oxidant/ozone concentrations would stay below the provincial
standard of 50 parts per billion in winter months because of frequent tempera-
ture inversions and relatively high concentration of nitric oxide in the airsheds.
During summer months, oxidant/ozone concentrations above the Alberta
standard would occur occasionally on sunny days. It was recommended that:

1. a short description of the strong and weak points of the present monitor-
ing sites should be made available because many persons expressed
interest concerning the criteria which were considered in establishing
monitoring station sites;

2. monitoring instrument replacements and/or changes should be well
documented in the pollution summary reports;

3. new instruments should be run alongside those already in operation for
a minimum period of two weeks or longer prior to putting the new instru-
ments into full operation;

4. calibration of the instruments should be checked regularly;
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10.

11.

12.

13.

14.

15.

Most

. abetter instrument should be used for monitoring both particulate matter

and aerosols;

. a study should be undertaken to determine Alberta background ozone

levels as well as of all other air pollutants;

. at least one monitor of solar intensity should be operated continuously

for a minimum of three years in each of the two cities;

. Alberta Department of the Environment should take steps to obtain

carefully monitored data on ozone/oxidants from Edmonton Power in
addition to data on oxides of nitrogen because of the importance of ozone
in the city airsheds;

. the mobile monitoring unit should be employed to measure air pollutants

in the river valley in Edmonton;

the release of the Air Quality Index in the present form and its representa-
tiveness of city air quality should be examined critically;

a simple photochemical reaction scheme should be incorporated into
the existing urban airshed models for the two cities;

environmental research relating to ozone-green plant interactions, in
the presence and absence of sulphur dioxide, should be promoted;

field and laboratory investigations related to major air pollutant chemical
transformations at sub-zero temperatures should be promoted;

short term micrometeorological studies related to urban airsheds should
be promoted,;

monitoring of PAN (peroxyacetyl nitrate) and PPN (peroxypropionyl
nitrate) should be carried out prior to establishing a standard for hydro-
carbons.

of these recommendations have already been adopted by the Alberta

Department of the Environment. Technical papers from this study will be
submitted for publication.
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