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ABSTRACT

A preliminary investigation of monthly
rainfall patterns analysed from 24-
hour computer forecasts of precipita-
tion was performed. These patterns
are compared with the observed pre-

cipitation and long-term normal pat-
terns. Recommendations are made
to incorporate the method into a veri-
fication program for the computer
product.

1 Introduction

Numerical forecasts of precipitation amounts are produced operationally twice
daily at the Canadian Meteorological Centre (CMC) in Montreal. As trans-
mitted over the facsimile network, the forecasts depict areal accumulations of
precipitation for two 24-hour periods beginning at 0000 6MT and 1200 GMT
using 0.25, 0.5, 1.0, 2.0, 3.0, etc. inch isohyets. The vertical motion field at
700 mb and the precipitable water between 500 and 1000 mb for the beginning
and the end of the 24-hour forecast periods are also displayed (Fig. 1). Detailed
descriptions of the model may be found in the literature, Davies and Olson
(1973), Kwizak and Davies (1969).

Although these precipitation forecasts are designed as input for other fore-
casts that are issued daily, eg. public, agriculture, forestry and municipal snow
removal; if sufficiently accurate, the monthly totals of the computer produced
precipitation fields could be used for hydro-meteorological and other climatolo-
gical projects, particularly where observing networks are sparse. This possibility
provided the stimulus for this investigation, which should be considered of a
preliminary nature.

As a by-product of the investigation, it became apparent that the comparison
between the computer-produced fields and the actual monthly precipitation
provides a means for verifying the forecast. Over an extended period of time,
systematic biases of the program to over or under-forecast precipitation for
particular locations should become noticeable.

2 Investigation of Data

Charts for two months, April and May 1973, were examined separately using
the forecast period 0000 6MT to 0000 6MT. This time period was chosen to
conform with the observational date with which the forecasts would be com-
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pared. The Province of Ontario was taken as the test area and was further
sub-divided by a line from Sault Saint Marie to Winisk.

The precipitation that was forecast to accumulate during each 24-hour period
was graphically added to that accumulated during the previous days of the
month. Since the 0.25 inch isohyet is the lowest value that is shown on the
charts, it was necessary to draw the 0.1 inch isohyet subjectively for each
24-hour forecast.

The considerations for locating the 0.1 inch isohyet were:

(a) the symmetry of the computer-produced precipitation pattern, and
(b) the 700 mb vertical velocity pattern at the beginning and end of the forecast
period.

3 Results

The total forecast April precipitation for Ontario is shown in Fig. 2 while the
actual monthly precipitation' appears in Fig. 3. The maximum over north-
western Ontario was predicted by the computer method but the minimum over
Georgian Bay and the maximum in the vicinity of Trenton were not; the
Trenton maximum might be considered displaced, appearing in the Windsor
area.

A graphical subtraction of the actual precipitation from the computer pro-
duced monthly total is presented in Fig. 4. The variation is seen to range from
~—1.5 inches in the northwest to +4.0 inches in the southwest. The computer
forecast of the monthly precipitation was within 0.5 inches of the actual
precipitation for 64 per cent of the test area. Conversely, the monthly precipita-
tion amounts based on the computer data differed from the actual precipitation
by more than 0.5 inches over more than a third of the area.

The normal precipitation® for the month was also examined (Fig. §). It
shows a more or less regular increase in precipitation from north to south across
the Province.

Subtracting the actual precipitation from the normal shows (Fig. 6) varia-
tions ranging from —2.0 inches in the northwest to +1.5 inches near Lake
Huron. The actual precipitation was within 0.5 inches of the normal precipita-
tion for approximately 40 per cent of the test area.

In a similar manner, the actual precipitation for May 1973, the precipitation
field based on the computer-produced values and the normal precipitation for
May were analysed and are shown in Figures 7, 8, and 9.

The computer-based product shows some skill in forecasting the May
precipitation pattern in northwestern Ontario but errors in amount in the south-
west were as much as 7 inches. This error was mainly due to a 5-inch storm
which was forecast to move slowly across the Windsor area during the last week
of May and which in fact passed south of the area.

1Based on analysis of monthly data from the Climatological Station Network.
?Based on analysis of normal data from the Network for the period 1941-1970.
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Computer forecast precipitation — April 1973.

Fig.3 Actual precipitation — April 1973.
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Fig. 4 (Forecast-actual) precipitation — April 1973.

~ April 1973.

Fig. 5 Normal precipitation
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(Normal-actual) precipitation — April 1973

Fig. 7 Actual precipitation — May 1973.
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Fig. 8 Computer forecast precipitation — May 1973.

Fig. 9 Normal precipitation — May 1973.
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TaBLE 1. Monthly volumes of precipitation for Ontario (inches x
miles? x 10%).

Month Area Actual Computer Normal

April North 418 410 (— 1.9 362 (—13.49)
South 404 456 (+12.9) 433 (+ 7.2)
Total 822 866 (+ 5.1) 795 (— 3.3)

May North 291 83 (—71.5) 463 (+59.1)
South 650 766 (+17.9) 607 (— 6.6)
Total 941 849 (— 9.8) 1070 (+13.7)

1Percentage difference from the actual volume.

A comparison was also made between the actual volumes of water which
accumulated and those which would have accumulated with the computer-
predicted rainfalls and also with the normal rainfalls. To evaluate the volumes,
the precipitation patterns were copied onto equal area projections and a
cut-and-weigh technique was used. The results are presented in Table I. The
North area and the South area are those areas of Ontario divided by a line from
Sault Ste Marie to Winisk.

4 Conclusions and recommendations

The method can only be as accurate as the precipitation forecasts; if in certain
regions the QPF enjoys high success, so will this method of calculating areal
precipitation. On the basis of this limited testing, all one can say is that gross
errors over large areas can occur when the monthly areal precipitation is calcu-
lated using cMcC’s 24-hour QPF. Therefore, applying the technique to sparse
data areas as a substitute for installing a climatological network does not appear
to be feasible. The technique would likely show increased accuracy if 12-hour
rather than 24-hour forecasts were used to calculate monthly totals. However,
the extent of the improvement cannot be estimated.

The subjective method of estimating the 0.1 inch isohyet and the subjective
nature of graphical addition are probable sources of error in this study. To
properly evaluate the method, the study should be repeated using the grid points
and grid-point values from the original program. This is extremely important
since the computer forecasts are most accurate for amounts ranging from 0.01
inches to 0.25 inches (Davies, 1974).

The comparison between the grid-point computed data and actual precipita-
tion observation should also be made on a day-to-day, yes/mo basis as an
ongoing verification program. The preparation of these data would provide an
objective and operationally realistic method of evaluating the CMC/QPF model
and would complement existing daily verification programs.

Summaries of daily information as well as weekly, monthly and seasonal
comparisons of totals should be collated for regions and for individual areas
of responsibility within regions. Distribution of such comparisons would allow
operational meteorologists to verify the model within their own areas of
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ABSTRACT
Diffusion of motor vehicle exhaust
fumes is a function of not only the
type of fuel and vehicle age but also of
the vehicle movement, atmospheric
wind, turbulence and thermal stability.
Two methods are used to examine
these effects on the diffusion of the ex-
haust fumes: direct probing by means
of road tests using a full-scale system
and wind tunnel tests using a model.
Field tests have been conducted at
the Meteorological Field Station at
Woodbridge. The tests include a com-
mon stationwagon. A meteorological
instrumented tower was used at the

test site. Attention was given to the
flow of the exhaust fumes by observ-
ing and photographically recording
their entrainment and modification by
the ground, wind speed and thermal
stability.

Motor vehicle aerodynamics were
studied in a specially designed wind
tunnel. Streamlines passing over the
roof of the vehicle swept down to the
ground level and then divided to form
a series of vortices. These in turn
helped to elevate the exhaust fumes
to a height which depends on the ve-
hicle size.

1 Introduction

With the large increase in the number of vehicles one expects that the fuel con-
sumption will have the same trend. About 21 X 108 gallons of gasoline and
1.4 X 108 gallons of diesel oil were consumed in 1970-1971 in Canada. Table
1 presents a breakdown of pollutants in percentage contributed by motor ve-
hicles to the total pollutants, by weight, over metropolitan Toronto. Carbon
dioxide and water vapour, which are also produced by combustion in gasoline
and diesel engines are not considered as pollutants at the present time. However,
it is believed that the increase of carbon dioxide and water vapour may have
an effect on climate.

In general the diffusion of pollutants from a motor vehicle depends on the
following factors:

(a)
(b)
(c)
(d)
(e)

number of vehicles used, their type and age,

geometry and configuration of highways and streets,

emission rate and its dependence on the vehicle speed,

aerodynamics of the vehicle and its spacing on the road,

atmospheric variables, such as wind speed, wind direction and atmospheric
thermal stability.
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TaBLE 1. Percentage of pollutants contributed by motor vehicles
to total pollutants over metropolitan Toronto for the
period 1969-1970.

Pollutants Millions of kgm Percentage of total
Carbon Monoxide 387.7 97.8%
Hydrocarbons 58.7 68.7%,

Oxides of Nitrogen 20.2 18.567,
Oxides of Sulphur 1.6 0.567,
Particulates 2.2 6.27,

TaBLE 2. Constituents of exhaust gas under different operating conditions for both gasoline
and diesel engines.

Gasoline Engine

Constituent Idling Accelerating Cruising Decelerating
Carbon monoxide (per cent) 3.0-13.0 2.0-5.0 0.5-5.0 2.5-6.0
Hydrocrabons (per cent) 0.1-1.0 0.04-0.20 0.02-0.30 0.5-2.6
Oxides of nitrogen (p.p.m.) 1545 6002000 300-1000 12-30
Diesel Engine

Constituent Idling Accelerating Cruising Decelerating
Carbon monoxide (per cent) 0-0.1 0.1-0.3 0-0.1 0-0.1
Hydrocarbons (per cent) 0.01-0.06 0.018-0.025 0-0.15 0-0.06
Oxides of nitrogen (p.p.m.) 50-70 800-900 150-320 10-50

The first two factors have been discussed previously by many authors: see
e.g. Chen and March (1970), May et al. (1970), Egan and Mahoney (1972)
and Jefferies (1972). The remaining factors will be discussed here.

2 Emission rate

Every part of a motor vehicle acts as a source of air pollution. The main pollu-
tants from a motor vehicle, whether it has a diesel or a gasoline engine, are
carbon monoxide, hydrocarbons, oxides of nitrogen, sulphur dioxide, lead
compounds, solid particles, heat and noise.

There are more than 200 additional compounds which originate from various
types of additive in the fuel and the engine oil.

The composition of the exhaust gas for both gasoline and diesel engines de-
pends to a great extent on the way the vehicle is driven, as is demonstrated in
Table 2 (see e.g. Fitton, 1957).

It will be noted that the carbon monoxide for a gasoline engine is at a maxi-
mum when idling and minimum when the vehicle is cruising, while for a diesel
engine carbon monoxide is at a maximum when accelerating and minimum
when idling. This is due to the fact that during acceleration the air/fuel ratio in
the diesel engine is least.

Hydrocarbon emissions from gasoline engiens are at a maximum when the
vehicle is decelerating and minimum when the vehicle is cruising. For a diesel
engine the hydrocarbons are highest when the vehicle is idling. The operating
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Fig. 1 Separation of boundary layers from a curved surface and a sharp corner.

conditions for maximum emission of oxides of nitrogen occur for both engines
when the vehicle is accelerating.

In a city, a typical pattern of driving may be composed of four modes; namely
idling, accelerating, cruising and decelerating, each with a different duration
rate. In a typical city the duration rate of each mode may lie between 8 to 48%
on idle, 15 to 40% on acceleration, 0 to 63% on cruise and 11 to 46%
deceleration. This in turn depends on the width of the road, the density of the
traffic and the distance between traffic signals.

3 Car aerodynamics
The diffusion of motor vehicle exhaust fumes is a function of the flow pattern
around the vehicle. A motor vehicle is a bluff body; that is, during its motion a
separation of the boundary layer occurs at the surface. The separation in turn
forms a wide turbulent wake. Boundary layer separation occurs when the down-
stream side of the body is either cut off bluntly, or has a sharp edge (Fig. 1).
Since a motor vehicle body is made up of many curved and sharp edges one
expects that the vehicle’s wake is more complex than that of either a cylinder
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Fig. 2 Wake structure of a cylinder in two-dimensional flow.

or a cube. If a cylinder is exposed to a two dimensional flow regularly alternating
vortices will form in the cylinder wake (Fig. 2). On the other hand, for a cube
the wake is more complicated and highly turbulent. In this case the wake size
and its turbulent intensity depend on the flow direction (Fig. 3). Using a wind
tunnel, Carr (1969) examined the aerodynamics of a motor vehicle. He found
that the drag force of the vehicle model increased progressively during the
transition from a rectangular body shape to a fully detailed car model.

One also should mention that the aerodynamics of an automobile differ from
that of the well-known airfoil. In the case of a motor vehicle the flow of air is
around a body which is close to the ground. Due to the proximity of the vehicle
to the ground, the local air speed between the body and the ground will increase,
and this in turn develops a negative lift (see e.g. Mason and Savran, 1973).

Also the flow occurs not only on the upper and lower surfaces of the vehicle
but also along both sides. Bumpers, door handles, antenna and windshield
wipers further influence the flow patterns.

To examine the flow patterns around a motor vehicle, wind tunnel studies
were carried out in the Atmospheric Environment Service environmental wind
tunnel (Fig. 4) using models of a passenger car and a station wagon. The tunnel
speed was maintained at 20.1 meters per sec. (45 mph). The flow patterns were
made visible in two ways; using tufts made out of silk and attached smoothly
to the surface of both vehicles and using smoke from burnt oil. In some cases
two vehicles were used to examine the effect of spacing on the behaviour of the
wake. Figure 5 is an example of some of the experimental observations. In con-
juction with these results, photographs of the flow pattern around a station
wagon (Fig. 6) obtained by the use of the National Research Council water
tunnel (see e.g. Dobrodzicki, 1972) were also used. The streamlines are seen
to pass over the roof of the vehicle and sweep down toward the ground level
(Fig. 7). Other streamlines pass under the vehicle. In the case of the passenger
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Fig.3 Wake structure of a cube in a two-dimensional flow.

Fig. 4 AEs environmental wind tunnel.
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Fig. 5 Smoke and tuft visualization of flow patterns around and in the wake of a model
car using a wind tunnel.

Fig. 6 Flow patterns around a model of a station wagon.

car the sweeping streamlines meet to form a series of vortices. In the case of a
station wagon, two circulating cells are formed behind the vehicle before the
trailing vortices are formed. The cells’ dimensions depend on the vehicle width
and height. When two similar vehicles are placed one behind the other, the
diameter of the wake of the latter car increases slightly. However, if the station
wagon is shielding the passenger car, the wake diameter increases to 1.5 times
its original value. There is a limit to the distance between the vehicles within
which a noticeable shielding effect may occur. For two station wagons this
distance is nearly equal to 7h where h is the vehicle height.

4 Atmospheric variables: field study

Expulsion of the exhaust fumes from a full scale vehicle moving at 8.9 m/sec
(20 mph) was examined. Since the vehicle exhaust is usually invisible, the
vehicle was fitted near the tail pipe with a smoke generator having an emission
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Fig. 8 Meteorological Field Station at Woodbridge, Ontario.

rate and temperature similar to that of the vehicle (i.e. exit velocity = 13.7
m/sec; exhaust gas temperature = 227 C).

The field tests were made at the Meteorological Field Station at Woodbridge,
Ontario, over a flat surface. The site has a straight unpaved road running from
east to west (Fig. 8). The location of nearby meterological towers is indicated
in the figure. Two time-lapse 35 mm cameras were used to photograph the
smoke plume. One camera was located along the road side with its optical axis
parallel to the road and the second was located a few hundred feet away from
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Exvhoust Plume Tndex

Fig. 9 Photographs of the exhaust plume.

the road and facing it. Two scale indices (each 0.61 m long) were positioned
at the front of each camera at a known distance. With the smoke generator
operating, the driver drove the vehicle through the test area with a constant
speed of 8.9 m sec—! (20 mph).

The cameras took 4 frames every second. Twenty-seven runs were conducted
on three different days in April 1973. Figure 9 shows a sample of the
photographs of the exhaust plume. It is noted that the smoke has a distinct
boundary and can be seen from a distance of at least 500 m.

Wind speeds were obtained from four levels on the 10 meter tower; 0.36,
0.79, 1.6 and 6.4 m above the ground. Temperature measurements were made
at 0.15, 0.36, 0.79, 1.6, 3.7 and 6.4 m above the ground, and at the ground
surface. Several profiles are shown in Figures 10 and 11.

From examination of the vehicle plume, we are led to divide the plume into
three regions (Fig. 12).

Region I is a region similar to the wake downwash region often observed on
the lee-side of a building. Because the air flows along both the upper and lower
surfaces of the vehicle, the effluent from the exhaust is lifted and may enter the
vehicle through the back window.

In region II the wake becomes oscillatory and the two trailing vortices are
greatly affected by ground friction and wind speed and direction. The trailing
vortices dissipate rapidly as the wind speed increases. These vortices have low
pressure cores and the effluent from the exhaust is drawn into them. Imme-
diately after the generation of the trailing vortices the lateral separation of the
vortex pair is equal to the vehicle width. After a few seconds of travel, however,
the two vortices combine and their separation cannot be distinguished. (Region
II acts as a transition region between region I and II1.) Both regions I and II
are highly turbulent and mixing of the exhaust fumes is vigorous.
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Region III is free of the car influence and resembles a smoke plume from a
ground source located at some distance from the road. The shape of the exhaust
plume in this region depends on the atmospheric stability (Fig. 13). It is seen
that the non-dimensional plume height H/A at 50 meters downwind from the

road increases with increasing instability. The stability parameter used here is
defined as

8(Ir—T)Z
TU?

where

g = acceleration due to gravity (m sec—2)
T = average temperature (K)

T = temperature at height Z (K)
T, = surface temperature (K)

U = average wind speed at Z (m sec 1)

Z = height above ground (m)

h = height of vehicle

Because the vehicle is moving, the virtual point source will move in the same
direction producing a line source for region III. Providing one is 50 meters or
more from the road the turbulence created by the motor vehicle can be neglected
and one can then apply the usual continuous line source models to region III.

5§ Conclusions

Emission from a motor vehicle depends on the pattern by which it is driven.
In a city the pattern of driving is complicated by the geometry of the road,
density of the traffic and the distance between traffic signals. One then expects
models of motor pollution that are based on average route speed do not repre-
sent a realistic situation especially at intersections and expressway ramps.

If the distance between two vehicles moving in the same direction is less than
7h, where h is the height of the shielding car, one expects exhaust fumes from
both cars to diffuse to higher levels than if the distance is larger than 7h.

The diffusion of the vehicle exhaust fumes occurs in three regions where
three mechanisms act simultaneously:

(a) entrainment by eddies in the downwash wake region,
(b) mixing by the trailing vortices,
(c) additional mixing by the turbulence present in the ambient air.
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ABSTRACT

Based on radio-sonde data collected
during nine consecutive days in Febru-
ary 1974, an examination was made
of the daytime variation of the winter
mixing depth and air pollution poten-
tial in the Fort Simpson area of
the Mackenzie Valley. Under anti-
cyclonic weather conditions, mixing
depths were generally low (< 100 m)

or non-existent. The generation of a
mixed layer was found to be primarily
associated with extensive low- to mid-
level cloud cover and precipitation.
During this period of investigation,
ventilation coefficients were extremely
low. This suggests that the area has a
great risk of high pollution potential
in winter.

1 Introduction

Knowledge of the potential air quality problems at high latitudes is of great
importance for the maintenance of effective environmental control on the
development of the Canadian North. This requires, among other things, an
understanding of the temperature and airflow characteristics in the lowest air
layers of such an environment as these factors affect the transport and diffusion
of air pollutants and hence the air pollution potential. In this regard, the
investigation of Munn et al. (1970) is particularly informative. Their study
suggests that the winter situation in the Canadian Arctic is of most serious
concern because of the great risk of high pollution potential when radiation
inversions persist for relatively long periods. One of the questions raised in that
study relates to the region of the Mackenzie Valley. Here, no direct indication
was available concerning whether inversions break up during the day in winter
under conditions of prolonged cold, clear skies and light winds.

Partly in response to this sufficiently important question, an investigation
was undertaken at Fort Simpson, Northwest Territories (located in the
Mackenzie Valley) (See Fig. 1) in February 1974. During nine consecutive
days (February 12-20) which included a spell of cold, anticyclonic weather
conditions, a series of 35 low-level temperature and wind profiles were obtained
from radio-sonde ascents for the period between early morning and late after-
noon. An analysis of these data is given in this present paper. This provides
some insight into the diurnal behaviour of the Arctic inversion and in addition,
the wintertime pollution potential of the area.

2 Method of analysis
For purposes of analysis, the quantitative method to assess the air pollution
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Fig. 1 Map of the Mackenzie Valley region.

potential of an area given in Holzworth (1967) is utilized. The basic param-
eters considered are:

(1) the height above the surface within which pollutants are mixed vigorously
and significant turbulence occurs i.e. the mixing depth or mixing height.
(2) the average wind speed through this mixed layer.

On the assumption that mixing takes place at the dry adiabatic lapse rate, the
mixing depth can be estimated from the intersection of the observed vertical
temperature profile and an adiabatic profile that passes through the surface
temperature.

3 Daytime variation in the mixing depth

Using the procedure outlined in section 2, mixing depths for the 35 vertical
temperature soundings were estimated. The time sequence of these mixing
depths during the daytime at Fort Simpson for the period February 12-20 is
illustrated in Fig. 2. In addition, the total hours of sunshine each day are indi-
cated. Some of the salient features are:

(1) largest mixing depths occurred only on days with little or no sunshine.

(2) ondays with relatively high sunshine amounts, mixing was restricted to the
lowest 100 m and was often non-existent during the daytime.

(3) extremely limited mixing can persist for long periods.
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a The Effects of Cloud Cover, Precipitation and Wind-Induced Mixing

The fact that appreciable mixing heights occurred on days with low sunshine
totals strongly suggests the possible influence of cloud cover. Burns (1973)
indicates that near the surface, the Arctic inversion may be weakened or tem-
porarily destroyed by downward long-wave radiation emanating from cloud
cover of sufficient thickness or by downward heat flux during wind-induced
turbulent mixing. Through these processes, instability can develop near the
surface which would then result in the establishment of a mixed layer. An
examination of the prevailing synoptic weather conditions (based on data from
Fort Simpson Airport) shows that estimated mixing depths in excess of 100 m
occurred consistently under extensive low- to mid-level cloudiness (9/10 to
10/10 sky cover; cloud base less than 3000 m above ground). In addition to
extensive cloud cover, incidences of mixing heights greater than 100 m were
sometimes accompanied by precipitation and moderate surface wind speeds
(Table 1). In view of the dry adiabatic mixing assumption, the method applied
to estimate the mixing depth is not strictly valid for those cases in which
precipitation occurred, However, estimates derived in this manner should at
least indicate the minimum depth of the mixed layer under precipitation condi-
tions (mixing height estimates are always greater for saturated than for dry
adiabatic mixing, but at very low temperatures the differences become prac-
tically negligible).

In an attempt to isolate the relative importance of cloud cover, precipitation,
and wind-induced mixing on mixing depths, the stability of the air layers close
to the ground was examined as a function of surface wind speed for different
sky cover conditions. These are shown in Figs. 3 and 4. If the influence of cloud
amounts less than 5/10 can be neglected, then Fig. 3 illustrates primarily the
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TABLE 1. Synoptic weather conditions associated with mixing depths in excess of 100 m.

Mixing Low-to Mid-level Surface
Time depth cloud bases (m) Wind Speed
Date  (MsT) (m)  Sky cover and amounts Precipitation (m sec™?)
1974
Feb. 12 0900 210! 10/10 1000 (10/10) light snow 4.0
19 1025 1901 9/10 1800 (7/10); very light snow 2.7
2500 (2/10)
19 1730 320! 10/10 900 (10/10) very light snow 6.7
20 0715 220 9/10 2400 (9/10) nil 3.6
20 1113 520 10/10 2800 (9/10) nil 4.0

*dry adiabatic mixing assumed.

effects of wind speed and thermal convection. Except for one case, the results
show that the air is stable or potentially stable (zero mixing depth) for all wind
speeds. In general, inversions prevail for surface wind speeds less than 3.5
m sec~'. At higher wind speeds the inversions are destroyed (suggesting wind-
induced mixing), but the air remains potentially stable. It is therefore inferred
from these few cases that wind-induced mixing tends to destroy the Arctic
inversion but is not sufficient to generate a finite mixed layer. Potentially stable
or unstable conditions predominate in the air near the ground under extensive
cloud cover (see Fig. 4). Inversions seldom occur. The importance of cloud

cover and precipitation in the generation of a mixed layer are indicated on
Fig. 4.

b The Effects of Thermal Convection

Fig. 3 also illustrates the effect of thermal convection. Under relatively sunny
skies, daytime heating of the lowest air layers near the ground through thermal
convection appears to be negligible in most cases as the air is stable or poten-
tially stable. Instability occurred only once under light wind conditions. This
gave a mixing depth of only 50 m. These results suggest that extremely limited
mixing or zero mixing is probably common during the day in winter under
conditions of prolonged cold, clear skies and light winds in the Fort Simpson
area. Hence, the risk of high pollution potential is suggested.

4. Ventilation coefficient

An estimate of the meteorological contribution to air pollution potential in the
Fort Simpson area can be deduced from the resultant ventilation coefficient,
obtained from the product of the mixing height and the mean wind speed in the
mixing layer. Values for the 35 cases are shown in Table 2. As a rough guide,
an afternoon value of less than 6000 m? sec—! is sometimes used as an indi-
cator of high pollution potential (McBoyle, 1973). Daytime estimates of the
ventilation coefficients in this region of the Mackenzie Valley are extremely
low and thus indicate high pollution potential. It appears that such conditions
can persist for relatively long periods in winter.

Winter Air Pollution Potential at Fort Simpson 65



=g
=3 SKY COVER < 510
r—‘|2 |
OB J» stable
- T (inversion)
or A1
=50
51 T_ AZ>
~ 8_
q .
= a
=z
w 6F it
st - .
x g
G} oL £
w x
4 £
=3
< L4 o
a - -
) ® ° .
- gl ______isothermal | f|____________|
. 0 r Py potentially “stable
< ¢ ____ _adiabatic ¢t¥a) | [| 0% AT/AZ» -¥d_ |
(,—i unstable
-2 (superadiabatic)
~F LTy
Az d
-4 3
i 1 | I t 1 ! i ‘
0 2 4 6 8 10
SURFACE WIND SPEED (MSec™
Fig.3 Vertical temperature gradient in the lowest air layers versus surface wind speed
for sky cover <5/10.
f [ SKY COVER > 5/10
o 12 P: PRECIPITATION(SNOW) stable
? o tinversion)
0F
- é-T> 0
N N
<
3T
- T . =
o eb 8]
9( i =
o + 3
(I =
w F E
1 d
>
T 2 2
5 [ N
s I
isothermal _ | |L____ . [
W Opmmmm L v isothermat {'potentuaﬂ’y Stable
- g —ete__ _adiabalic(¥d | || 0> AT/ AZ2-d |
:(' ¢ unstable
L ]
o-2r :. P *p (superadiabatic)
o P
°or AT oy
> Az ¢
_4_
‘ Il | S| i 1 1 1 ] | J
0 2 4 6 8 10

SURFACE WIND SPEED (M SEC™)
Fig.4 Vertical temperature gradient in the lowest air layers versus surface wind speed
for sky cover =5/10.

66 D. Yap



TasLE 2. Daytime winter ventilation coefficients at Fort Simpson.

Ventilation Ventilation

Time Coefficient Time Coefficient
Date (msT) (m? sec™1) Date (MsT) (m?* sec™?)
Feb. 12, 1974 0715 396 Feb. 17, 1974 0705 0
0900 840 1002 0
1400 0 1220 0
1730 0 1448 0
1640 0
Feb. 13, 1974 0715 0
0850 0 Feb. 18, 1974 0656 0
1300 0 0923 93
1730 0 1115 108
1420 0
Feb. 14, 1974 0725 0 1626 0
1055 0
1318 0 Feb. 19, 1974 0705 0
1700 0 1025 513
1730 2144
Feb. 15, 1974 0930 104
1330 0 Feb. 20, 1974 0715 792
1644 0 1113 2080
Feb. 16, 1974 0712 0
0925 0
1130 0
1420 0
1700 0

§ Conclusion

From this preliminary study, it is inferred that daytime winter mixing depths in
the Fort Simpson area of the Mackenzie Valley are generally low or non-
existent under anticyclonic weather conditions, and can persist for several days.
The generation of a mixed layer in this region is often associated with extensive
low- to mid-level cloud cover, enhanced occasionally by wind-induced mixing
and precipitation. Wind-induced turbulence (assumed for surface wind speeds
equal to or greater than 3.5 m sec—!) destroys the Arctic inversion, but it
appears to be insufficient to create a mixed layer as the air near the ground
remains potentially stable. In general, the effects of thermal convection in
creating instability at the surface are very small and often negligible. The gen-
erally low mixing depths are frequently coupled with light winds through the
mixed layer. Accordingly, winter ventilation coefficients are extremely low on
most days and there is a great risk of high pollution potential.

Acknowledgment

The author wishes to thank Dr. R.E. Munn for his suggestions and review of
the manuscript. Particular thanks are due to Mr. J. Kovalick for the collection
and reduction of the field data and to Mr. R. Berry for his comments.

References
BURNS, B.M., 1973: The climate of the 1. Climatological Studies No. 24, Atmos
Mackenzie Valley — Beaufort Sea. Vol. Environ. Service, 227 pp.

Winter Air Pollution Potential at Fort Simpson 67



HOLZWORTH, G.C., 1967: Mixing depths,
wind speeds and air pollution potential
for selected locations in the United
States. J. Appl. Meteorol., 6, 1039-1044,

MCBOYLE, G.R., 1973: Air pollution suscep-
tibility — an environmental management

tool. Occasional Paper No. 6, Fac. of
Environ. Studies. Univ. of Waterloo.

MUNN, R.E, J. TOMLAIN and R.L. TITUS,
1970: A preliminary climatology of
ground-based inversions in Canada.
Atmosphere, 8, 52—68.

An East Coast Cyclone

ESSA 8 APT photograph 1425 GMT March 11, 1974, S§t. John's, Newfoundland, re-
ported two feet of snow in 24 hours. Cyclone continued to deepen to 938 millibars. Winds
in excess of 80 knots reported on the island,

W. D, Lawrynuik
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NOTES AND CORRESPONDENCE

COMMENT ON “TETROON STUDIES IN THE CROWSNEST PASS AREA”
D. Skibin

Department of Geography
Ben-Gurion University of the Negev, Beer-Sheva, Israel

Tetroon flights were tracked in the rough topographical environment of the
Crowsnest pass area (Leahey and Hicklin, 1973). Interesting results were
presented and discussed in this study. A dependence of the vertical velocity on
the horizontal wind direction has been noted but remained unexplained. We
wish to suggest a model for possible explanation of this phenomenon and
others.

Clearly one can group the tetroon flights into three groups. Trial 1, in which
the flow was westerly (see Fig. 2 in Leahey and Hicklin, 1973); trials 2 and 3
with a wsw flow and trjal 4 with a wNw flow. (There seems to be disagreement
between the wind station measurements and tetroon trajectory directions. It
may be that the wind vane readings were consistently backed by 27/16 due
to instrumental error.) Since the valley axis is in the west-east direction, it seems
reasonable that trial 1 would be the least affected by topography; indeed, the
ground surface profile under this trajectory is relatively level. Therefore, a com-
parison between the trajectories of trials 2-4 and that of trial 1 would reveal the
effect of topography and eliminate some of the other effects.

Let us consider first trial 1. There seem to be two distinct portions of this
flight. From the release point to about 600 m downwind the tetroon had nearly
constant upward motion with an elevation angle of about 17 degrees. From this
point on, the upward motion was five times less, at an elevation angle of about
3.5 degrees. Measurements (Table 1, loc. cit.) indicate very strong thermal
instability (lapse rate of 2-3 C/100 m between 4 and 30 m above the ground.
Such great instability is usually accompanied by strong convective upward
motion, which may explain the fast lifting of the tetroon up to heights which are
more than twice the theoretically computed ones. It has been mentioned (loc.
cit.) that the sky was partially (and occasionally fully) covered with clouds.
Since it was mid-September, at not too low a latitude, such a strong superadiaba-
tic lapse extending up to 30 m above the ground would be unlikely unless the
clouds were thin and high. At any rate, a significant amount of incoming solar
radiation should have been present in order to produce strong instability. Even
though the tetroons were made of mylar, strong heating of them may have oc-
curred and, with the aid of the convective currents below, may have caused
further uplift of the tetroon.

Let us neglect the difference in the hour of the day in which the different
flights were conducted and compare the other trials to the “uninterrupted” or
“reference” trajectory of trial 1. It seems justified to do so, since there does not
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appear to be a significant difference between the uplifts in trials 2 and 3 (at
heights above 100 m) though trial 3 was in the evening three hours after trial 2,
and the low-level thermal instability was much less.

Comparison between tetroon heights in trials 2 and 3 and that of the “refer-
ence” trial 1 (Fig. 3 loc cit.) shows that up to about 1 km downwind from the
release point the heights of tetroons 2 and 3 were lower than expected. It seems
that there existed downdrafts or relative downdrafts (updrafts smaller than in
the reference case). Between 1 and 5 km the tetroons showed a rate of ascent
much greater than that of trial 1, which indicates relatively large updrafts.

On the other hand, in trial 4 there existed a downdraft (or relative down-
draft) between 0 and 5 km from the release point.

It is evident that the air carrying tetroons 2 and 3 descended from the ridge
approximately 4 km wsw of the release point. The air carrying tetroon 4
descended from the ridge more than 8 km WNW of the release point. It is well
established that wind flow over mountain ridges can produce waves in their lee
side. The existence of such lee waves depends on the topographical features as
well as wind speed and stability. A very good graphical representation of this
phenomenon and the clouds associated with it can be found in Scorer (1972).
It is suggsted that such lee waves existed in the valley at the time of the experi-
ments. In trials 2 and 3 the portion of the trajectory up to 1 km downwind
distance from the release point was under the influence of the (relative) down-
ward current in the lee side of the ridge 4 km upwind. Between 1 and 5 km the
tetroon experienced the upward motion of the wave crest. In trial 4 the ridge
which created the lee waves was twice as far from the release point compared
to trials 2 and 3. Therefore, the tetroon was under the influence of the down-
draft of the second wave, at a distance more than a full wave length (approxi-
mately 8 km) from the ridge.

A comparison was made between o, and o, derived from the tetroon flights
and those of Pasquill (1961). The derived values were 1.5 to 2.5 times greater
than Pasquill’s. The Pasquill stability category which was taken into account
was not specified, but from the discussion it seems that category D was con-
sidered. It is indeed true that at heights of a few hundred meters above-the
ground, especially at wind speeds over 10 m/sec, stability D seems to be the
best estimate of dispersion conditions (Slade, 1968). However, it should be
noted that conditions were highly unstable, at least up to 30 m above the
ground, with upward convective motion above this height. Furthermore, in
Pasquill’s table the stability category is defined as C even at high wind speeds
when the insolation is strong, which seems to be the case at the time of the
experiments. Pasquill’s o, is 1.5 times larger for stability C than D. The ratio
between the appropriate values of o is 2. It may be that the discrepancy that
R, and R, are greater than unity results from the inappropriate determination
of the stability category. This case emphasizes that the exact determination of
Pasquill’s stability category is very important (Skibin, 1972). This is since the
results of using Pasquill’s system (Turner, 1970) for purposes of hazards
evaluation (for instance) are very sensitive to the stability determination. This
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point should be further stressed since Pasquill’s system is well known and widely

used in spite of its shortcomings.
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REPLY

Douglas .eahey & Hugh Hicklin

Western Research & Development Ltd.
Calgary, Alberta

We agree that the vertical velocities indicated by the tetroon trajectories are
probably terrain induced. There seems to be no persuasive reason, however,
for assuming that a lee wave phenomenon was responsible.

Dr. Skibin is correct in assuming that we used Pasquill’s coefficients for a neutral
atmosphere in determining values for R, and R,. This should have been more

clearly indicated in our paper.
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