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Mesoscale Effects of Hailstorms on the Environmental Air

N.J. Cherry and R.R. Rogers
Department of Meteorology, McGill University, Montreal
[Manuscript received 20 October 1972; revised 10 March 1973]

ABSTRACT

Serial radiosonde ascents from Pen-
hold, Alberta for four storm days
were analyzed to study the variations
in height and time of the temperature,
potential temperature (dry and wet-
bulb), moisture, convective stability,
and wind velocity. This information
was compared with previous analyses
of the storm activity on these days.
It was found that the storms had little
effect on the ambient temperature
field but showed a marked effect on
the moisture field. Convective insta-
bility, that existed at low levels before
the storm activity, was greatly re-

duced in the air behind the storms.
The variability of the field of wet-
bulb potential temperature shows that
radiosondes released more than about
two hours in advance of a storm were
unrepresentative of the conditions
near the storm. An elementary one-
dimensional updraft model was ap-
plied to parcels of air from below the
second significant level (i.e., below
about 300-500 m AGL), assuming
the air to be completely mixed. The
model gave vertical velocity profiles
that were in qualitative agreement
with those in the observed storms.

1 Introduction

A number of one-dimensional storm models have been developed during the
past few years which are variously used in forecasting (Chisholm, 1970), in
the planning and assessment of cloud modification experiments (Weinstein
and Davis, 1968; Simpson, 1971), and in theoretical studies of precipitation
development (Danielsen et al., 1972). Some of these models account for
complex dynamic, thermodynamic, and microphysical processes; others are
not far removed from classical parcel theory. The primary input data to each
of the models, regardless of its complexity, consist of an ambient atmospheric
sounding of temperature and humidity. In practice it is often necessary to
rely on a sounding obtained remotely in time and space from the storm to
describe its ambient conditions. A question then naturally arises about the
representativeness of remote soundings for characterizing the environment
of a storm.

Cloudy convection brings about the conversion of potential to kinetic energy
and the change in phase of water substance. A storm thus interacts with its
environment and will modify the thermodynamic properties of the air, at least
locally. Questions arise about the extent and intensity of these storm-
environment interactions.
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Fig. 1b  300-mb chart for 1700 MsT 28 July 1967. The broad lines show the positions of
the upper level jets. The narrow solid lines are contours of geopotential height
and the broken lines are isotachs. All speeds are giveninms—1.
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Fig. 1c pp1 sections at four different times between 1431 and 1730 MsT on 28 July 1967.
The height above ground of the radar echo top is indicated below each section
and the elevation angle of the pp1 is given above. Light shading denotes reflectivi-
ties of shade 1 and greater and dark shading indicates reflectivities greater than
shade 3. (From Ragette, 1973.)

On some occasions when hailstorms were being observed by radar within
the project area of the Alberta Hail Studies Project* radiosondes were released
in sequence from the radar site at intervals of between one and two hours.
The series usually commenced in the late morning and continued until the
evening. These serial ascents have been analyzed in an attempt to answer
questions about the representativeness of remote soundings and the interaction
between storm and environment.

2 Discussion of the observations

Data were analyzed from four days on which there were serial radiosonde
releases. Of these, the two cases with more complete data coverage were
studied in detail and are presented here. General conclusions given later apply
to all four cases which involve airmass storms.

a 28 July 1967

The synoptic situation on 28 July 1967 is illustrated by the charts in Figs. 1a
and 1b. The surface chart shows a front which moved through southern
Alberta on the morning of 28 July. The associated low level winds were light
and from the northwest, a situation which was still in evidence late the next

*ALHAS is a joint research program of the Alberta Research Council, National Research
Council, Atmospheric Environment Service, and McGill University.
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Fig. 2 Time-height profiles for 28 July 1967. Arrows along the upper scale indicate
radiosonde release times. (a) temperature (°C), (b) potential temperature (K),
(c) dew-point depression (K), (d) mixing ratio (g kg—1), (¢) wet-bulb potential
temperature (K), (f) convective instability (K km—1).
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day when the front had moved slowly eastward to lie diagonally across Sas-
katchewan by noon. The 300-mb chart shows a west to southwest flow over
Penhold at about 20 m s—*. The jet to the south moved northwards, weakening
slowly, such that it was directly over Penhold by 0500 MsT 29 July, with a
wind speed of about 35 ms—1.

Fig. 1c illustrates the radar structure of the storm of 28 July at successive
times between 1431 and 1730 MST. At about 1630, while in its mature stage,
the storm passed within 13 km of the radar site, as shown. This storm was
studied by Ragette (1973) and others, who described it as a supercell (quasi
steady-state) storm during its peak-development period.

Fig. 2a is an analysis of the temperature field in time-height coordinates,
based on data from four serial ascents. The radiosonde release times are
indicated by the arrows along the top of the diagram, the last one being just
after 1600 and shortly before storm passage. The time scale is reversed to
assist in relating the pattern to storm activity by approximating a flow from
left to right. The temperature field shows the effect of surface heating, which
decreased with height and was negligible at the 0°C level.

The dry air potential temperature, Fig. 2b, shows that the air below 4 km
generally had close to neutral static stability. It was unstable near the surface
at 1000 and between 1.5 km and 3.5 km at 1600. Above 4 km the air was
quite stable, though with an indication that the stability decreased above 6 km
at 1600.

Fig. 2c shows the dew-point depression, which is related inversely to the
relative humidity. The air below 3 km was relatively dry. Moist air aloft at
1000 was replaced by dry air by midday. Later in the afternoon the moisture
in the upper air increased very rapidly. The mixing ratio, Fig. 2d, indicates
that the air at the surface became drier during the afternoon. After 1400 the
mixing ratio increased with time at all levels above 2 km.

The wet-bulb potential temperature, 8,,, was computed as a function of alti-
tude for each sounding and is analyzed in Fig. 2e. Henderson (1971) related
isotherms of 8,, to parcel trajectories using the fact that this quantity is con-
served for a parcel which does not mix with the surrounding air. This conserva-
tive property will tend to confine parcels to surfaces of constant 6,,. Henderson
was assisted in his study by the fact that the wind direction changed little with
height. When directional shear is present (as in the present case) parcels will
not remain in a plane. Then a diagram such as Fig. 2e cannot be used to depict
trajectories.

The 6, profile given by ecach radiosonde was differentiated with respect to
height to determine the convective stability of the air, Fig. 2f. Where A0,,/Az
is negative the air is called convectively unstable; where it is zero the air is
convectively neutral; and where it is positive the air is called convectively
stable. Fig. 2f shows increasing convective instability at most levels below 4
km as the day progressed, up until about 1400, after which the lowest levels
rapidly became more stable.

The wind speed, Fig. 3a, generally decreased with height in the lower layers,

Mesoscale Effects of Hailstorms on the Environmental Air 5
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Fig. 3 Time-height profiles for 28 July 1967. (a) wind speed (m s—1), (b) wind direc-
tion (deg).

was approximately constant in the middle layers, and increased with height
above about 5 km. By 1600 the wind speed increased and showed increased
variability with height. The wind direction, Fig. 3b, shows a general swing
towards the south both in height and time.

b 29 July 1967

On this day five radiosondes were released at intervals of approximately two
hours, the final one being after the storms had passed. Three distinct storm
cells were observed on the radar (Warner et al., 1972). The first developed at
1330 mst 70 km from the radar in the direction 240°. It travelled approxi-
mately from the southwest and dissipated at about 1430. The main storm was
large and long-lived. It developed about 100 km west of the radar at 1400 and
travelled along a path from a few degrees north of west at a speed of about 5
m s—1, Its anvil was over the radar by about 1630 and the bulk of the storm
dissipated as it approached the radar at 1730. A third storm formed behind
the main storm at 1600 and followed along the same track, crossing the radar
in its mature stage between 1800 and 1900. The 1819 radiosonde ascended
through the north side of this storm.

As in the case of 28 July the temperature field, Fig. 4a, shows little variation
in time except near the surface where diurnal heating is evident. The field of
dry-air potential temperature (not shown) was also similar to the 28 July case
in that the air below 4 km was unstable or had close to neutral static stability.
After 1800 the air near the surface became very stable as a consequence of
surface cooling.

The dew-point depression field, Fig. 4b, shows that between 1200 and 1400
the air was relatively moist at low levels and dry above. By 1700 the situation
was reversed. After 1800 the air near the surface was quite moist. Fig. 4bi is
an approximate north-south cross section using the 1700 radiosonde from

6 N.J. Cherry and R.R. Rogers
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Fig. 4 Time-height profiles for 29 July 1967. (a) temperature (K), (b) dew-point depres-
sion (K). Fig. 4bi, added on the right of this figure, is an approximate north-south
cross section of dew-point depression at 1700, included to show the strong space-
variability of this field. (c) mixing ratio (g kg—1), (d) convective instability
(Kkm~—1),

Edmonton and Calgary and interpolating the Penhold data to 1700. This
shows strong variability in the distribution of dew-point depression with dis-
tance. The air is quitc dry except at upper levels over Penhold and Edmonton.

The derived mixing ratio field, given in Fig. 4c, shows a general decrease of
moisture content with height at all times, but a more gradual decrease after
about 1700.

Fig. 4d presents the field of convective instability, constructed by differenti-
ating the individual profiles of ,, with respect to height. It shows that there was
initially a convectively unstable layer extending from the surface to about 4.5
km. As the afternoon progressed the depth of the layer decreased and the insta-
bility intensified up to about 1600. After this the convective instability general-
ly decreased except for a shallow unstable surface layer. By 2000 the air at all
levels above this surface layer had close to neutral convective stability.

Fig. 5a shows the wind-speed field. The wind speed decreased rapidly with
height in the lowest kilometre, above which it was fairly constant up to about 5

Mesoscale Effects of Hailstorms on the Environmental Air 7
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Fig. 5 Time-height profiles for 29 July 1967. (a) wind speed (m s—1), (b) wind direc-
tion (deg).

km. Above this level it generally increased. An upper-level jet was observed at
1200, centred at about 8 km. The wind direction is shown in Fig. 5b. Between
the surface and about 3 km the wind veered from the southwest to the north-
west. Above 5 km the direction varied little with time and backed slowly
towards the south with height. After 2000 there was no evidence of the mid-
low-level shear.

3 Storm-environment interactions

In addition to the cases of 28 and 29 July, presented in the last section, data
from serial ascents on 27 and 29 June 1967 were also analyzed. On three of
these days storms passed within 20 km of the radiosonde release site at Pen-
hold. On the remaining day, 27 June, a storm passed 70 km to the south of
Penhold. Since the wind was blowing from the northwesterly quadrant at all
levels on this day, none of the air from the storm region passed over Penhold
or was sensed by the radiosondes. On 29 June and 29 July the coverage was
most complete, with radiosondes released in advance of, adjacent to, and
behind the storms.

On each of the three days when storms passed close to Penhold little effect
was observed on the temperature field in the mesoscale. The moisture field
changed markedly, however. The dew-point depression showed that the air
quickly approached saturation in the upper levels as the storms neared Pen-
hold. The mixing ratio generally increased at all levels in advance of the storms
and decreased behind them.

The air from the surface up to about 4 km above MsL had close to neutral
static stability ahead of the storms. The air behind the storms was statically
stable throughout the troposphere. Low-level convective instability was present
in advance of the storms and was accentuated just before their arrival. The
air behind the storms had approximately neutral convective stability except
for a shallow, stable surface layer, probably associated with the evaporation
of surface water.

The apparent effect of the storms on the airflow was different on each day.

8 N.J. Cherry and R.R. Rogers




This may be due to a sampling problem. The effective interval in distance
between successive radiosondes was large compared to the dimensions of the
storms. Therefore the small-scale features of the flow in the immediate vicinity
of a storm may or may not have been detected, depending on the proximity
of a radiosonde to the storm. In each of the three cases when storms passed
close to the station the wind ahead of the storms decreased with height in the
first kilometre above the ground. Above this level the speed remained fairly
constant for two or three kilometres and then increased with height through the
rest of the troposphere. Strong directional shear was present in every case.

4 Representativeness of remote radiosondes

It is very difficult to obtain observations of the environmental conditions of a
particular storm unless a special effort is made to do so. The usual practice is to
choose the sounding closest in time and space to the storm. How representative
this sounding may be depends on the proximity to the storm and whether large-
scale shear and vertical motion are present. Shear can lead to differential
advection, which will tend to modify the sounding. Vertical motion will also
lead to changes in the vertical distributions of temperature and moisture. For
example, air moving horizontally at 10 m s—* with an upward velocity of only
10 cm s—*! may lead to temperature changes at a given level amounting to about
1°C, depending on the initial temperature profile. The dew point may be
changed by more than 1°C, since the variations of dew point with height are
usually greater than those of temperature.

From the viewpoints of both storm modelling and forecasting, the most
important environmental parameters are the dry- and wet-bulb potential tem-
peratures and their height-derivatives. Observations indicate that these quanti-
ties vary smoothly and regularly at times well in advance of storm arrival,
but from about an hour and a half to two hours before storm arrival they
change in a rapid and relatively unorganized manner. (Examples of these
effects are shown in Figs. 2b, 2e, 2f, and 4d.) This time interval, within which
the changes become more pronounced, corresponds approximately to the time
by which air coming from a storm precedes its arrival at the sounding site.

Thus, data from a radiosonde released 172 to 2 h in advance of a storm
appears to be most representative of the air close to, but unmodified by, the
storm. If a sounding is taken to the side of a storm bat not downwind, it could
be much closer (in time or equivalent distance) without encountering modified
air. Fig. 4bi shows, in fact, that a sounding to the side of a storm may need to be
within 50 km of the storm to characterize its moisture ficld accurately.

§ Updraft profiles

Modified parcel theory was applied to the soundings to produce updraft pro-
files, and these were examined as functions of time. The model is essentially the
same as the LMA (Loaded Moist Adiabatic) model of Chisholm (1970), in
that the reduction in buoyancy due to the weight of condensed water is taken
into account, but no mixing of parcel air with environmental air is considered

Mesoscale Effects of Hailstorms on the Environmental Air 9



after ascent begins. Chisholm found that this model was useful in forecasting
convective storms and that it predicted storm tops that agreed closely with
radar tops of the largest storms present on a given day.

The buoyancy force per unit mass of air at a given level is

Fomg -+ m) ®

where g is the acceleration due to gravity, T is the virtual temperature of the
parcel, T’ is the virtual temperature of the ambient air (obtained from the
sounding), and m is the mass of condensed water. This force is equated to the
parcel acceleration, which is then integrated over height to give the vertical
velocity as a function of height,

Wi(z) = w + 2 f " Fy(2) dz @)

where z, is the parcel’s initial height and w, is the vertical velocity at this height.
Fp is obtained as a function of height by assuming the parcel ascends dry adi-
abatically before condensation and moist adiabatically thereafter. The cloud
top predicted by this model is zr, which is the value of z in (2) where w(z)
decreases to zero. The second term on the right-hand side of (2), evaluated at
zr, is referred to as the “positive area” and is an index of convective intensity.

The results of this model depend rather critically on the properties of the
initial parcel chosen to represent air entering the updraft of the storm. In the
calculations the model was applied to unmixed parcels taken from the ambient
sounding at the four lowest significant levels, and to parcels obtained by adia-
batically mixing air from the lowest two layers and the lowest three layers. The
updraft profile calculated for each of these parcels was then compared with the
observed cloud base and the echo top, if this information was available. Only
parcels from the first significant level above the ground and from the lowest two
mixed layers gave results that were consistent with observations. This suggests
that air from the surface or from the third significant level or above (i.e.,
above about 0.7-1 km) is not representative of the air in the storm updraft.

Results based on the mixed parcel from the lowest two layers for two of the
days when storms passed close to the observing station are shown in Figs. 6
and 7. The evolution in time of both the updraft profile and the positive area
is shown on these diagrams.

Fig. 6, for 29 July, shows a buildup of the available energy (positive area)
in the early afternoon to a value of about 0.7 J/g between 1400 and 1600.
This energy was evidently released by the storm activity at about 1800, for
neither the sounding at 1819 nor at 2017, when used in connection with the
model, produced any updraft or positive area. These storms were observed to
have radar tops at about 11.5 km, in reasonable agreement with the model
results, and produced hail of golf-ball size.

Fig. 7 is for 29 June, on which day a storm passed directly over Penhold at
about 1430. Storm tops were at about 8.5 km and bases were at 2.5 km. Hail

10 N.I. Cherry and R.R. Rogers



Fig. 6 Vertical profiles of updraft velocity
w and positive area A4 (lower
plane) for 29 July 1967 using a
one-dimensional updraft model
after Chisholm (1970). The parcel
chosen to represent the air in the
updraft was taken from below
about 850 mb, assuming the air to
be completely mixed.
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Fig. 7 Same as Fig. 6 except for 29 June
1967.

of golf-ball size was observed. The model is seen to overestimate the storm
top by about 2 km but to be consistent with cloud base. The profiles show
clearly the effect of the storm in releasing the convective energy. In this case,
after storm passage, the instability again began to build up.

6 Conclusions

Ninomiya (1971) has summarized the general conditions that are favorable
for the development of severe local storms, as follows: (a) an airstream that
is convectively unstable; (b) the availability of moisture in the lower layers
within a relatively narrow band; (c¢) bands of strong winds in the lower and
upper levels; (d) some mechanism that can trigger the release of the convective
instability. The present analysis supports points (a) and (c). Owing to the
limitations of single-station analysis, it is not possible to affirm that the remain-
ing two points of Ninomiya are satisfied in central Alberta. It would be reason-
able to suppose that they are, in the absence of contradictory evidence.

Mesoscale Effects of Hailstorms on the Environmental Air 11



The present analysis has shown that the thermodynamic properties of the
air, especially those associated with the moisture content, vary considerably
over periods in the order of one hour. The radiosonde that is most repre-
sentative of the storm’s ambient air is the one released about two hours ahead
of the storm. It is close enough in distance to depict the storm environment and
yet far enough away to be unaffected by air which has passed through, and
been modified by, the storm.

The one-dimensional, steady-state updraft model, based on slightly modified
parcel theory, gives cloud bases and storm tops that are consistent with those
observed when the initial parcel is obtained by mixing adiabatically the air
from the lowest 300-500 m of the atmosphere. In time sequence the model
profiles show the buildup and reduction in convective energy associated with
the approach and passage of a storm. When applied to air just behind storms
on two occasions the model gave zero positive area and, correspondingly, no
vertical velocities.
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The Pseudospectral Approximation Applied to the
Shallow Water Equations on a Sphere

Philip E. Merilees!?

National Center for Atmospheric Research?®
Boulder, Colorado
[Manuscript received 14 October 1972; revised 19 February 1973]

ABSTRACT

An algorithm for the application of geostrophic flow over the pole. The
the pseudospectral method to the nu- results show the method produces er-
merical integration of the shallow rors of less than 1 part in 102 for re-
water equations has been developed solutions as high as AA = A¢ = 7/32.
and tested on the case of steady-

1 Introduction

There is a particular aspect of numerical weather prediction which has come
under severe scrutiny in recent times in conjunction with the GARP program,
namely the numerical errors associated with the evaluation of derivatives on a
grid. Chouinard and Robert (1972) have shown that with present operational
grid lengths, these errors may account for 20% of the rms geopotential height
error in a 36-h forecast.

At the same time, since GARP is concerned with global numerical models,
there has been considerable concern with the development and evaluation of
grid systems on a sphere. These grid systems are usually based on a coordinate
system of A, longitude and ¢, latitude. Some versions use a constant increment
of longitude AX to define the grid, whereas others use a variable AX so that the
grid increment is approximately constant in distance. All of these schemes
have their particular difficulties as discussed by Williamson and Browning
(1972).

Another approach to a global numerical model which circumvents the prob-
lems associated with finite differences in a curvilinear coordinate system is the
so-called spectral method, which replaces grid-point variables by the coeffi-
cients of a set of basis functions, usually spherical harmonics. Models using
this approach have been developed by Robert (1968), Machenhauer and
Rasmussen (1972) and others. While these models lend themselves beautifully
to the global model, they generally require considerably more computer time
than corresponding grid-point models. The time-consuming part of the integra-
tion of the spectral models is the spectral multiplication.

'On leave from McGill University, Montreal, Canada.

*The National Center for Atmospheric Research is sponsored by the National Science
Foundation.
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There is another advantage common to all spectral models which is some-
times forgotten: they have no linear phase error. That is, having expressed a
field in terms of a (finite) series of basis functions, we can evaluate the deriva-
tive of that field exactly. Since Chouinard and Robert (1972) have shown
that the linear phase error accounts for a large part of the difference between
integrations at different resolutions, one wonders if it is possible to use the
linear property of the spectral method without going to a complete spectral
model. Orszag (1972) has discussed a particular method by which this may
be done, which he calls the pseudospectral method. The method is to expand
a variable at a set of grid points in terms of a set of basis functions; to differen-
tiate the resulting series; and then to evaluate the values of the derivatives at
the grid points. No changes are introduced into a particular grid-point model
except for the evaluation of derivatives. The particular set of basis functions to
be used depends on the particular problem.

This paper will consider the application of the so-called pseudospectral
method to the shallow water equations on a sphere and in particular for flows
which have an analytical solution.

2 Governing equations
In terms of spherical polar coordinates (A, longitude; ¢, latitude) the primitive
shallow water equations are:

Ou oh

. u g
——at—i-V Vu—(f+—atan¢)v+acos¢al—0, (0]
ov V- f +£ +§§_h_—
a-i- Vo (f atan ¢)u aa¢ 01 (2)

where

_ __u 04 wvoA
Vv = acosbor T aog
u is longitudinal velocity, v is latitudinal velocity, g is acceleration due to

gravity, a the radius of the earth, 4 the height of the free surface, and f = 20
sin ¢ the Coriolis parameter. The equation of continuity is

oh
ot V:(hV) =0 3)

where
1

Iia% (Au) + a%)(Av cos ¢)].

These equations are in the so-called advective form. We may also rewrite
these equations in momentum form as

2
%(hu) + V-(huV) — (f+ gtan ¢)hv + 5%54)6%’2; 0, @)
%(hv) +v-(hoV) + (f +%tan <b)hu +§-5a¢-”’_; =0. )

Equations (1)—(5) are not applicable at the poles since the vector com-
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ponents, u, v are not defined. If we wish to use a grid with grid points at the
poles, then we can derive appropriate finite-difference expressions for the
near pole region by first transforming the equations to some map projection.
In this study we shall use another method to circumvent this problem, that is,
we shall define a grid which does not have grid points at the poles.

3 Grid-point equations
Let us define a variable
wm = V(Ap, Op, 1) (6)
where
A, = nAA, &, = mAd + ¢y, I, = TAL
and A\ is the longitudinal grid increment, A¢ is the latitudinal grid increment,
¢bo = —m/2 — A¢/2 and At is the time step. Then if &, denotes a finite-difference

operator which is to approximate d/dx, the approximation to equations (1)
to (5) can be written as

S = —a—-c%?) 8,u —%54,14 + (f+%tan d))v ~ acgs 3 )
S0 = _Wuw 8,0 —%54,1; - (f+%tan d))u —%54,;1, (8)
8,h = —m [8,(hu) + 8,(hv cos )], ©9)
S (hu) = _Zz_ccl)Td) [8,(huu) + 34(huv cos ¢)]
+ (f +%tan d))hu - - C§S ¢61(£‘—2), (10)
1

8i(h0) = — ;oo g [Bu(huv) + Byhov cos ¢)]

- (f+%tan ¢)hu —%a¢(’21—2). 8y

In a usual grid-point model, we would then define some appropriate expres-
sion for 8, such as

— ( )x..+1 _ ( )x..—x
O = 2Ax '
The pseudospectral scheme then just involves a different definition of 3,
when xis A or ¢.

4 The pseudospectral definition of derivatives

In order to define the pseudospectral derivatives let us consider a variable
Anm defined on a grid nAN, ma¢ + ¢ where n = 1 to 2N, m = 1 to M and
NAN = 7, MA¢ = 7. We would normally choose ¢, such that the grid point
closest to the pole will be A¢/2 away from it. Note that we restrict the number
of grid points along a latitude circle to be even, for reasons given below.

The approximation for ¢/d\ presents no special problem since the variables
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are periodic functions of A and do not involve the pole of the coordinate system.
Since A,y is periodic in nAA, then we can express A, as a trigonometric poly-
nomial. We then differentiate this polynomial, and compute the approximation
to &4 /0A at the grid points. Therefore we define

+((N-1) )
Gim = Y, ika(k) ™ (12)
k=—(N-1)
where
1w — iknAL
a,,,(k) = Efv Zl Am,, e (13)

and i =~/ —1. The definition (12) applies for any variable 4, whether a scalar
or a vector component. In the formulation of a definition of &4, however, we
must distinguish between a scalar and a vector component.

In the formulation of a pseudospectral approximation to ¢/d¢, we might
naturally suppose that Legendre functions would form an appropriate set of
basis functions. This type of basis is possible, and probably would be the most
stable approximation in view of the necessity of dividing by cos ¢ in the dyna-
mical equations. However, there is no known fast transform for Legendre
functions, whereas (12) and (13) can be implemented using the fast Fourier
transform (Cooley and Tukey, 1965). We therefore define a scheme based on
trigonometric functions in latitude, with the expectation that any precision
problems which arise because of the division by cos ¢ would be present in a
regular grid-point model.

We consider first a scalar quantity. A scalar quantity (such as A, the free
surface height) has a continuous derivative at the pole. Therefore we may
regard a scalar variable as a continuous periodic function of ¢ as ¢ goes from
—ar/2 to 3w/2, simply by changing from a longitude A to a longitude A + 7 at
the poles. Thus if we define an augmented variable B,, such that

B,=A4,, for m=1 to M, (14)
and

B, = A, n2m-m+1 for m=M+4+1 to 2M,

then B,, can be expressed as a trigonometric polynomial in mA¢. We may then
differentiate the polynomial and evaluate the derivatives with respect to ¢. We
must be careful however to remember that along the longitude A + 7, the deriva-
tive of the trigonometric polynomial will in fact approximate 3/ (—¢). Thus
for a scalar variable 4 we define

+(M-1) .
BoApm = Y ikb(k)e*™* m =1 to M (15)
=-(M-1)
+(M~-1) .
BoAn+ N 2M-m1 = - (ZA:{ , ikb(k)e*™® m =M +1 to 2M (16)
where
b(k) _ 1_ 2M B e_ikmA¢ (17)
2M = m ’
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and B,, is as defined by (14). A vector component is not in general continuous
at the poles. For example, if we have a north wind on one side of the pole, we
will have a south wind at the other side. However, the actual wind is continuous
across the pole. If however we construct a function of ¢ from ¢ = —7/2 to
3m/2 where we change the sign of the variable when we cross the pole, we can
regard this function as a continuous periodic function of ¢ and apply the pseu-
dospectral algorithm. However in this case the derivative with respect to ¢ along
longitude A 4+ 7 will be given directly (without change of sign) since the two
changes in sign will cancel.
Therefore the derivative of a vector component A is approximated by

+(M—-1) )
BsADwm = > ikb(k)e*™¢ m =1 to M (18)
k=—-(M-1)
+(M-1) .
BoDninzm-me1 = 2, ikb(k)e*™®, m=M+1 to 2M (19)
k=—(M-1)
where
1 2M — ikmAd
b(k) = mmgl B, ¢ , 20)
and B,, is defined as follows;
B, = A4,, for m=1 to M, )
B, = —A,+n2m-m+1 fOor m=M+1 to 2M.

We note that since we choose an even number of grid points around a latitude
circle there is always a grid line A -+ 7 corresponding to grid line A. It is possible
to modify the algorithms for an odd number of points, but since we plan to
calculate the transforms using the fast Fourier transform which is most efficient
when the number of points is a power of 2, this does not seem to be a serious
restriction.

5 Test of the algorithms

As a first test of the pseudospectral method of evaluating derivatives we con-
sider their application to the shallow water equations using initial conditions
which are a steady-state analytic solution. The solution corresponds to zonal
geostrophic flow. We do however rotate the coordinate system and discrete
grid through an angle « so that the finite-difference expressions are not satis-
fied trivially. Here we follow Williamson and Browning (1972) and define as
initial conditions

ug(cos ¢ cos o — cos i sin ¢ sin o)

= uq sin A sin o

= hy — h*(cos A cos ¢ sin o + sin ¢ cos o)?
f = 2Q(cos A cos ¢ sina + sin ¢ cos a)

(22)

> e =

where
© h* = -z—(aQuo + $ud).

We note that the highest wave number which appears in (22) is 2 (e.g., cos® A
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= %2 (1 + cos 2)1)). Therefore we should expect the pseudospectral method
to give very good results if N > 2 when the equations are in the advective form
and if N > 4 when the equations are in the flux form. For the test then, we choose
N = 8, M = 8 which has the further advantage that N is a power of 2 so that
the fast Fourier transform used to evaluate the algorithms is efficient. We take
two cases of a to be representative, namely « = 7/4 and 7/2, and use the fol-
lowing values for the constants in (22),

o =5ms"! ghy =294 x 10*m?s % Q=7.292 x 107%s7!
6.37122 x 10°m g = 9.80616 m s 2.

We further note in Equations (7) to (11) that for the purposes of approxi-
mating the derivatives with respect to ¢ we treat u, v, huv cos ¢ and hvv cos ¢
as vector components since their signs will depend on the definition of the
coordinate system whereas the sign of v cos ¢ does not.

a

6 Results

Ideally, since the initial conditions lead analytically to a steady-state flow, we
should find that the right-hand sides of Equations (7) to (11) are identically
zero. As a measure of the accuracy of the pseudospectral scheme we compute
the ratio of the rms value of the right-hand side for each of (7) to (11) com-
pared to the rms value of the sum of the absolute values of the right-hand sides
of (7) to (11). We also compare the largest residual of the right-hand side to
the rms value of the sum of the absolute values of the right-hand side. In Table
1 we present these ratios for the advective form (e = #/2) and for the flux
form (a = m/4) of the equations for a grid resolution of AN = A¢ = /8.

TABLE 1. The ratio of the indicated term to the sum of the absolute values of the com-
ponents of that term. Column labelled RMs is the ratio of rms values, that
labelled MaAX is the ratio of the maximum value of the indicated term to the
rms value of the sum of absolute values. The grid size here is AN = A¢ = =/8.

a = n/4 a=n/2
Term RMS MAX RMS MAX
%;l- 2.30 x 10713 6.23 x 10713 1.81 x 10-*3 6.42 x 10~'3
% 6.93 x 10~ 14 1.96 x 10~13 1.17 x 10713 3.33 x 10713
% 3.62 x 10714 1.38 x 10~ 3.45 x 10-14 2.15 x 10-13
% 2.89 x 10-13 6.22 x 10713 1.78 x 10-13 8.56 x 10-13
% §.78 x 10~ 2.65 x 10713 1.15 x 10713 3.42 x 10713

In order to interpret Tables 1 and 2 more clearly we note that the order of
magnitude of the individual terms on the right-hand sides of the dynamical
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TaBLE 2. Same as Table 1 except A\ = A¢ = =/32.

o = /4 o= w2
Term RMS MAX RMS MAX
%‘ 2.44 x 10-12 1.79 x 10~ 1.34 x 10712 7.01 x 10-42
-g—"’- 3.37 x 1013 1.82 x 10712 4.77 x 1013 2.12 x 10-12
g—:' 1.71 x 10713 1.53 x 10-12 1.64 x 10-13 1.67 x 1012
%’5 1.82 x 10-1 1.65 x 10-11 2.31 x 10-12 1.79 x 10-*1
o 4.17 x 10~ 1.56 x 10-12 4.90 x 10-13 1.70 x 10~

equations is fu, for the advective form and fh.u, for the flux form. Thus the
order of magnitude of dhu/0t in the case @ = 7/4 with AN = A¢ = 7/8 in
dimensional units is 10-'2 m? s—2 whereas Williamson and Browning found
values of dhu/dt of the order of 10— m? s—2 using a second-order finite-
difference scheme with AN = A¢ = 7/36.

The calculation indicates the flow is stationary to about 13 decimal places.
Since the computations were performed with 15-decimal precision, we have
therefore lost a couple of decimals precision in the transform calculations.

As discussed previously we might expect to lose some precision as the reso-
lution is increased because of the necessity of dividing by cos ¢ when ¢ is close
to *7/2. In order to illustrate this effect the computation was performed with a
resolution of AN = A¢ = /32 and the results are presented in Table 2. Here
we note that we have lost another decimal place in the rms accuracy and about
two decimal places in the maximum error. By inspecting the grid-point values
of these quantities we can verify that the maximum error occurs at grid points
next to the poles. In fact for grid points away from the pole there is very little
difference between the two resolutions.

7 Final remarks
The algorithm we have developed here produces remarkably accurate results
for the particular initial conditions we have chosen as a test. It is not clear
however, if the same accuracy will be obtained for flow fields which are more
realistic. Further, there are questions about the relative speed of this algorithm
versus a standard finite-difference technique. Therefore, we should subject the
algorithm to further tests and comparisons with standard techniques using
realistic initial conditions in order to further evaluate its worth.

Finally we note that the algorithm has another advantage, in that a trivial
modification will provide smoothing of the derivatives as desired.
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ABSTRACT

The variation of mixing height in the
Toronto area is investigated using
data from 3 rawinsonde stations which
made special observations at 2-hourly
intervals during 9 days in December
1970. The afternoon maximum mix-
ing hcights were estimated in two
ways: (a) from the sequence of raw-
insonde flights; (b) from the 1200
GMT sounding and the afternoon

standard method applied to the syn-
optic twice-a-day network of rawin-
sonde stations across North Ameri-
ca). A comparison of the two esti-
mates reveals considerable scatter,
presumably due to mesometeoro-
logical variations and advection ef-
fects. Also included in this note is a
description of a case of doming of the
early morning mixed layer over down-

maximum surface temperature (the town Toronto.

1 Introduction

During 9 days in December 1970, an interesting feasibility study for the IFYGL
was undertaken in the Toronto area: rawinsonde flights were made at 2-hourly
intervals at Scarborough, Front Street and at a location near the Oakville-
Burlington town line. (See Fig. 1.) (Ferguson and Schaefer, 1971.)

A network with such a space and time density is rarely available near and
within a large urban area. It therefore seemed desirable to re-examine the
observations from the point of view of the urban meteorologist. Admittedly,
the data sample was small, and the subset of days was not selected to coincide
with air pollution episodes: in fact, a succession of frontal systems crossed the
Toronto area during the period. About the most that can be said is that the data
set was randomly sclected from the point of view of an urban boundary-layer
investigation.

2 Method of analysis

Sixty-one simultaneous flights were scheduled, but there were a few missing
observations due to strong winds, ctc. For the present study, the baroswitch
ascent data were plotted up to the 800-mb level only, and the mixing height
at each observational hour was determined by the conventional method of fol-
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Fig.1 Map showing location of observing sites.

lowing a dry adiabat at the surface temperature up to its intersection with the
ascent curve. The largest afternoon value was assumed to be the maximum.
To obtain a second estimate of the maximum afternoon mixing height, the
1200 GMT ascent curve was used together with the maximum temperatures
reported at the nearest climatological stations: Scarborough, Toronto Bloor
Street (representative of Front Street) and Burlington. This is the method that
is widely used to derive synoptic-scale mixing-height climatologies from stan-
dard rawinsonde stations that take only two flights a day (Holzworth, 1969).

3 Results and discussion
a Time Sequence of Mixing Heights

Fig. 2 shows the time sequence of mixing heights at the three stations. There
appears to be no systematic variation in mixing heights in time or space but one
can at least generalize that values are usually higher in the afternoon than at
night. The variability is no doubt due to the succession of pressure systems
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DIURNAL VARIATION OF MIXING HEIGHTS
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Fig. 2 Time sequence (EsT) of the surface mixing heights at the three observing stations.

that crossed the region during this period. On the evening of December 17, for
example, strong gusty east winds developed.

b Actual Versus Predicted Maximum Afternoon Mixing Heights

Fig. 3 is a plot of actual (i.e., that obtained from a succession of flights) vs.
predicted (i.e., that obtained from a 1200 GMT sounding) maximum aftcrnoon
mixing heights for all available cases. The scatter is large, undoubtedly due in
part to the fact that the data sample is small and that the synoptic weather
patterns were not “steady state”. Advection of colder or warmer air between
1200 6MT and the time of the day-time maximum temperature no doubt con-
tributes to the scatter. The results do indicate, however, that for a shoreline
location in or near a large city, the estimate of maximum afternoon mixing
height obtained from the 1200 GMT ascent at the nearest rawinsonde station
may be considerably in error.

¢ Effect of the Urban Heat Island on Mixing Heights

On December 10, 1970, winds at all three locations remained in the wind sector
NW-N-NE. Supplementary observations {rom two towers, one at a lakeshore
site in west Toronto, the other at a rural site northwest of Toronto (the Meteor-
ological Research Station), indicated that: (1) the wind at 46-91 m averaged
about 6.7 m s—1, slackening to about 2 m s~ in the evening; (2) the lapse rate
in the lowest 46-91 m remained near the adiabatic in the early morning, becom-
ing slightly superadiabatic during the day.
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With northerly winds, the Front Street rawinsonde site is close to the centre
of the Toronto heat island in the built-up downtown core. Scarborough with
these winds may be classified as suburban, and Burlington as rural. Table 1

TaBLeE 1 Mixing heights (m) in the Toronto area on December

10, 1970.

Time (EST) Scarborough Front St. Burlington
0700 390 600 310
0900 710 830 560
1100 700 860 870
1300 850 840 900
1500 660 720 675
1700 370 505 —_—
1900 680 840 660

shows the mixing heights for December 10, and there is evidence for a “dom-
ing” of the surface layer over the urban core both in the morning and again
in the evening. This is in agreement with the observations over St. Louis des-
cribed by Spangler (1972). In the early afternoon (1300 EST), the mixing
heights are about the same at all three stations.

4 Conclusion

The height of the surface mixed layer is of considerable importance in the
prediction of pollution potential and of pollution concentrations. Although the
synoptic-scale network of rawinsonde stations may provide useful mixing-
height climatologies, they may not be accurate predictors (in the North
American time zones) of maximum afternoon mixing heights on a day-to-day
basis. In addition, they may not be representative of neighbouring urban,
coastal or valley locations.

For operational prediction systems, therefore, there is a need for supple-
mentary observations using either slow-rise balloons or remote-sensing tech-
niques. In this connection, it should be noted that continuous measurements
from suitably-located tall towers yield useful information on the mean wind
within the surface mixed layer (another important predictor of air quality) but
rarely extend sufficiently far upward to penetrate through the top of the surface
layer.
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ABSTRACT

The observed meridional motions of
atmospheric systems or wavegroups
are shown to be related to the shape-
preserving (normal mode, eigenfunc-
tion) waves discussed in linearized
perturbation theory through the con-
cepts of group velocity, dispersion
and interference pattern. Although all
phase velocities are east-west, the
group velocity vector can lie in any

direction. Phase velocities with a
meridional component can occur if
the Coriolis parameter is replaced by
a linear function of latitude only be-
cause the proper periodic boundary
condition cannot then be imposed.
Orographic effects make the phase
velocity non-existent in a hydrostatic
atmosphere, but the concept of group
velocity remains valid.

The novice meteorologist is often shown a weather map bearing various systems
described as waves: frontal waves, short waves, long waves, troughs and
ridges. These systems change in size, shape, thermal structure and latitude as
well as longitude and intensity. On the other hand most textbooks of meteoro-
logical dynamics introduce him to linearized perturbation theory which des-
cribes waves incapable of changing in size, shape, structure or latitude. The
usual theories of baroclinic stability allow changes of amplitude, but the waves
observed on a map do not agree with the other theoretical postulates. The
impression is therefore liable to be left that the assumptions made in the theory
have somehow made its relation to the atmosphere rather remote, so that
realism could be achieved only by the non-linear equations or at least through
the removal of the common assumptions of steady east-west flows in the basic
state on a so-called beta plane. The author does not wish to give anybody the
impression that the assumptions made in some undergraduate texts offer
mathematical convenience or physical advantage; yet their consequences are
not destructive for the reasons which some people seem to believe.
Examination of the Rossby-Haurwitz theory of non-divergent motions in
a barotropically stratified fluid in solid rotation about the earth’s axis reveals
that once again the textbook treatments describe only east-west motions of
waves incapable of changing in size or shape; the trouble is therefore apparently
not due to the textbook forms of the beta plane assumption. The pursuit of
material not available in textbooks, such as the replacement of the Coriolis
parameter sinusoid by other functions which yield elementary solutions or
cases with meridional shears of the zonal wind, leads to the same conclusion.
One can, for instance, derive the coefficients of linear functions of latitude to
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replace the Coriolis parameter which yield solutions optimal in a wide variety
of different senses; the beta plane is merely the non-optimal prescription of
the linear function as a tangent to the Coriolis sinusoid.

When one replaces the Coriolis parameter sinusoid by some linear or other
function it may be possible to imagine meridional motions in a purely advective
sense, the phase velocity remaining strictly east-west relative to the atmosphere.
Unfortunately this illustrates only the radical influence which can be exerted
by the destruction of the natural boundary condition of periodicity around the
earth. Meridional motion of shape-preserving waves is not possible in rotating
spherical coordinates with periodic boundary conditions.

Unfortunately the dichotomy is fundamental, being due to the anisotropy
caused by the absolute rotation of the atmosphere about an axis which is close
to the earth’s axis. Adventures into all kinds of shears and stratifications in
steady basic states lead into some difficulties with non-separable or non-Sturm-
Liouville equations which can be overcome by a wide variety of methods:
Galerkin, moment, Frobenius series, modern eigensystem algorithm (Wilkin-
son, 1965; Fadeev and Fadeeva, 1960) and others; yet within the framework
of any steady basic state the shape-preserving normal modes (eigenfunctions)
remain incapable of change in size, shape, structure or latitude. This is true
even of the most ingenious and complicated solutions given in the excellent
work of Professor M.S. Longuet-Higgins, F.R.s., (1964, 1965), who is now
at Cambridge.

The methods of examining the convergence of perturbation approximations
which are routinely used and demanded in atomic, molecular and nuclear
physics permit the analysis of many basic states which are otherwise intract-
able, and deserve to be routinely taught in meteorology. A more widespread
application of such methods would have made the fundamental nature of the
dichotomy well known.

Are we then to fall back on unsteady basic states and non-linear effects?
Now it is true that unsteady basic states can lead to normal modes capable
of changing in size and shape, in those cases when the time dependence is
non-separable. Yet the life of a typical mid-latitude cyclone at around 3 to 5
days is considerably shorter than the index cycle at around 15 days, no matter
whose definition of the circulation index one prefers; indeed the circulation
index for solid rotation by pressure levels p, at time ¢

alp, 1) = %f(u/acos b)ds (1)

(where u is the eastward velocity, a the radius of the earth, ¢ latitude and s the
entire surface of the earth) has a predominantly annual cycle. Observational
studies (Bradley and Wiin-Nielsen, 1968; Meshcherskaya et al., 1970) in-
dicate that changes in the shape of the eigenfunctions of the real atmosphere
are very small and very gradual. One cannot fall back on the non-linear hypo-
thesis that no such shape preserving waves exist.

The important concepts in understanding changes of size, shape, thermal
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structure and latitude are group velocity, dispersion and interference pattern;
Longuet-Higgins (1964) gives some elementary treatments, and also discusses
the orographic reflexion of rotational waves. For instance, within the frame-
work of non-divergent perturbations in a barotropically stratified atmosphere
with a lid, at rest relative to the coordinate system, the replacement of the Cori-
olis parameter by any straight line of slope 8 leads (under appropriate bound-
ary conditions) to shape-preserving waves (normal modes, eigenfunctions)

exp [i(kx + Iy — ot)],

where x is the easterly coordinate, y the northerly coordinate, ¢ time, and o
frequency, and where k and [ are wave numbers obeying

(k,1) = (mcos 8, msin 8) 2)

where 8 is the angle between the x axis and a line perpendicular to the wave
crests, and m is the total wave number.
The phase velocity is

c=o/k=—8/m? 3)
towards the west relative to the bulk flow, but the group velocity has components

do/0k = (B cos 28) /m? (4)
da /9l = (Bsin 28) /m?>

The group velocity represents the velocity vector of the interference patterns
which are meteorological systems; changes of size, shape, structure, latitude
and intensity represent either dispersion or changes in amplitude of the con-
stituent waves. Of course the normal modes of the real atmosphere are not
sinusoids, but approximately surface harmonics (Eliassen and Machenhauer,
1969; and earlier papers; also many papers by Deland and his pupils) or
Hough functions (Hough, 1898) or empirical orthogonal functions (Bradley
and Wiin-Nielsen, 1968). The real atmosphere has 16 to 18 longitudinal
modes, 4 to 6 meridional modes and 3 to 5 vertical modes of appreciable in-
tensity. Their shapes are very stable, which is another indication that un-
steadiness of the basic state is a minor effect in the real atmosphere. The concept
of group velocity can be extended to the interference patterns of the non-sinu-
soidal waves which arise in all mathematically satisfactory theories.

The author has constructed some simple demonstrations to illustrate group
velocities in undergraduate general meteorology classes open to all scientists
and engineers. The simplest consists of parallel bands (2.54-cm wide) ruled
on transparencies; superposition of two such transparencies at a small angle
yields an interference pattern of Moiré fringes in which a phase velocity normal
to the wave crests yields a group velocity parallel to the crests. Slightly more
complicated demonstrations have been made by superposing transparencies
with rulings of different spacings, and by superposing transparencies marked
only with the positive and negative regions of surface harmonics in any con-
venient hemispheric map projection. Nowadays lamps, ornaments, and mobiles
artistically exploiting Moiré effects are widely sold.
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Unfortunately the concept of group velocity appears to be used in only
two meteorological textbooks (Petterssen, 1956; Laikhtman et al., 1967), and
then only in the simplest exp[i (kx—ot)] representation of the Rossby baro-
tropic beta plane theory; consequently the reader is left with the impression
that the phase and group velocity vectors are necessarily east-west. The con-
cept of group velocity is certainly implicit but apparently nowhere explicit in
the modern literature on observed planetary wave motions.

Further theoretical complications arise from the imposition of the hydro-
static assumption, which by rendering infinite the speed of vertical propagation
of disturbances of pressure excludes vertical propagation. The imposition
of realistic orographic lower boundary conditions is liable to make the east-
west dependence non-sinusoidal and possibly non-separable; in this case the
phase velocity does not exist in a hydrostatic atmosphere but the concepts of
group velocity and interference pattern remain valid. Fortunately the author’s
observations of geopotentials and clouds indicate that the east-west eigen-
functions are sinusoids within the statistical sampling fluctuations.

Those waves which remain of finite amplitude in the real atmosphere must
have frequencies o which are pure real when averaged over a long period of
time, usually a few days. Sound and gravity waves and the higher rotational
modes appear to decay at all times. Just as in the case of an electrical oscillator,
the amplitude of the meteorological waves is presumably governed by the fact
that their dissipation increases and their power supply weakens with increasing
amplitude in such a manner that

dimag (o) /0 amplitude = 0 (5)

on the average, and the second derivative is positive (small waves grow, large
waves decay).

Any forecast model uses Galerkin or finite-element methods (finite-difference
methods being the least economical and least powerful case of the finite element
method, which is a Galerkin method based on spline polynomials with piece-
wise continuous derivatives) to reduce the differential operators and eigen-
functions of the real atmosphere to some matrix eigensystem having a finite
number of shape preserving waves and corresponding frequencies. It is more
important that such matrices reproduce the group velocity than the phase
velocity in the low frequency region of the meteorological waves, which are
the rotational solutions of the linearized versions of the dynamic equations
representing all possible wave motions in real dry atmospheres, which were
derived by Laplace (1799).

The link between the shape-preserving-wave view of nature and the local
influence view which comes naturally to a forecaster (especially when his
charts cover only a fraction of one hemisphere) may be made through the
Green’s function, though usually only conceptually because the Green’s func-
tions of physically interesting cases are prohibitive to calculate explicitly. A
good treatment of Green’s function methods is available in Kibel (1957).

The standards of physics and mathematics demanded of meteorologists, at
Drexel, and at a few other schools make it easy to teach group velocities and

A Note on Waves, Wavegroups, and Local Influence 29






A Mirage at Regina

John R. Hendricks
Atmospheric Environment Service, Regina

[Manuscript received 12 December 1972]

ABSTRACT

The Dirt Hills, located roughly forty
miles to the southwest of the Regina
Weather Office, at Regina, Saskatche-
wan, were clearly visible on the hori-

day of August 1972 from the Regina
Weather Office. This mirage was
documented and a picture of it was
taken.

zon in the early morning of the 29th

1 Introduction

The 28th day of August 1972 was a hot day at Regina. It began as a warm day
when the early morning temperatures showed a minimum of 61°F. This was
a new high minimum temperature record for the date.

The southwesterly flow of dry air blowing across southern Saskatchewan
meant that the local people would experience a blistering afternoon. And, so
they did. The temperature reached 94 degrees and established a new tempera-
ture record for the date. Moose Jaw, some forty miles to the west, also set a
new record high temperature for the 28th day of August with a reading of 95
degrees.

With this as background, and knowing that mirages are frequently seen in
the early morning at Regina during spells of hot weather, camera, lenses and
sundry equipment were taken to the Regina Weather Office in anticipation of
an early morning mirage, likely to occur as a climax to the midnight shift.

2 The mirage

When the sun rose at 6:07 ¢st on the 29th day of August 1972, a mirage was
visible on all horizons. Those features which were normally situated beyond the
horizon seemed to be tilted upwards into view. Things which were normally
expected to be far away appeared to be much closer.

Many slides were taken between 6:15 and 6:30 ¢sT from the rooftop adja-
cent to the Regina Weather Office. The best of all the pictures is shown in
Fig. 1. The mirage gradually disappeared between 8 and 9 a.m.

The normal scene to the southwest of Regina is flat farm land (Fig. 2) The
Dirt Hills and Cactus Hills, situated near Claybank, Saskatchewan, roughly
forty miles to the southwest of Regina, are normally out of view. These hills
are shown clearly in Fig. 1.
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Fig. 1 This view was taken from the roof adjacent 10 the Regina Weather Office on the
day of the mirage using a 300-mm lens and looking towards the southwest. The
radar tower in the picture is at about 210° from true north at this vantage point.

Fig. 2 This view is taken from the same spot as for the view in Fig. 1, but on the day
after the mirage using a 55-mm lens wtih a 3 converter.
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