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ABSTRACT

The persistence of light surface winds
(less than or equal to 3 m s or
7 mi h=') is one meteorological fac-
tor in air pollution potential. Surface
wind data were obtained from 111
Canadian synoptic and aviation
weather stations for the period 1957-
66. Generally speaking, persistent
light winds occur most frequently in
British Columbia, the Yukon and
northern Alberta. In the ten prov-
inces of Canada, the frequency of

mum in the spring and a maximum
in the winter. In the Yukon and the
Northwest Territories it is a mini-
mum in the summer and a maximum
in the winter. The seasonal variation
is least in the mountain valleys and
greatest clsewhere. The spatial and
seasonal variations in persistent light
winds suggest that, in the mountain
valleys, topography is the major fac-
tor, while in other regions synoptic
wcather patterns are relatively im-

occurrence of light winds is a mini- portant.

1 Introduction

Several factors contribute to air pollution potential. The height of the layer
throughout which pollutants are diluted by vertical mixing (the “mixing
height”) and the strength of the mean wind within this layer are two such
factors. A third is the strength of the surface wind. According to Gross
(1970), persistent surface wind speeds cqual to or less than 3 m s
(7 mi h=') contribute to high pollution potential. (It is useful to note at this
point that pollution potential is not to be confused with pollution concentra-
tions; the former is simply a mecasure of the dispersive capacity of the at-
mosphere. High pollution potential must be combined with a large input of
pollutants to cause high poliution concentrations.)

In regional planning, it is important that the above threc factors affecting
air pollution potential be analyzed climatologically. Areas of high pollution
potential could then be delincated and taken into consideration when plan-
ning futurc industrial devclopment — especially in the North. On a synoptic
scale, Munn et al. (1970) have investigated the climatology of surface-based
inversions (zero mixing heights) in Canada. The present paper examinces the
persistence of light surface winds, again on a synoptic scale, and comple-
ments the above study of surface-based inversions. A third study, that of the
climatology of “ventilation” (the product of mixing height and mean wind
speed within the mixed layer) is underway and will be published at a later
date. The combination of the three studies should hopefully lead to a pollu-
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tion potential climatology of Canada on a regional scale. It is important to
note that in applying this regional pollution potential to specific localities,
account must be taken of important local effects such as those caused by
large bodies of water, by urban development and by topographic features.

2 Observed occurrences of light winds

a General Considerations

Hourly surface wind speeds were used from all 111 of the Canadian synoptic
and aviation weather stations that reported these data on a continuous basis
during the period 1957-1966. Of interest were wind speeds of 3 m s
(7 mi h™) or less, which in this paper are defined as light winds. Tabulations
of the monthly number of light surface winds at each station during the period
1957-1966 were made by Climatology Division of the Atmosphenc Environ-
ment Service. Two non-overlapping persistence classes: 24-47 hours, and
>48 hours were used in this study. For example, a light surface wind lasting
52 hours was counted only in the >48 hours category.

The numbers of occurrences in each persistence class are shown in the
maps in Figs. 1 to 8 for spring, summer, autumn, and winter (Mar.-May,
June-Aug., Scpt.-Nov. and Dec.—Feb., respectively). In Fig. 1, the heavy
dots show the locations of the observing stations. On all maps where the
density of data permits, isopleths are drawn for 25, 50 and 100 occurrences
in the ten-year period. These intervals were felt to be significant from the
point of view of pollution potential since 25 occurrences of light winds in 10
three-month seasons is an average of about once per month.

The isopleths are not drawn in much of the North where the density of
data is, unfortunately, too low. However, plotted numbers at station locations
are left for the reader’s information. Although it is impossible to draw general
conclusions about the regions where isopleths are missing, the plotted num-
bers at Frobisher and Cambridge Bay suggest that persistent light winds
occur fairly often at these locations and may contribute to a high pollution
potential.

It became apparent that the persistence of light winds was influenced to a
large extent by topography: the valleys in the Cordillera had more occur-
rences of light winds than flat localities such as the Prairies and those near
large bodies of water. The isopleths were, therefore, drawn not only using the
plotted numbers but also taking into consideration the topographic information
shown in Fig. 9.

It should be emphasized that the maps show only synoptic features in the
climatology of light winds; there may be local departures from the patterns
due to valley and sea-shore influences on the wind. For instance, White
River, Ontario experiences a large number of occurrences of light winds rela-
tive to other stations in northern Ontario. This station is located in a hollow
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where cold air drainage often takes place, causing low surface temperatures,
stable stratification of the air and low surface wind speeds.

b Light Winds Persisting for 24 to 47 Hours (Figs. 1-4)

Generally speaking, British Columbia, northern Alberta and the southern
Yukon experience by far the greatest number of occurrences of light winds
lasting from 24 to 47 hours. Certain regions along the Cordillera, for example,
experience over 100 occurrences in 10 summers (about 4 per month) while
east of the Rockies, no locality experiences that number and most have less
than 25 occurrences (about once per month).

In the ten provinces of Canada the frequency of occurrcnce of light winds
is at a minimum in the spring and increases as the year progrcsses from
spring through summer and fall and is at a maximum in the winter. For in-
stance, the area contained within the 100-isopleth in western Canada incrcases
several-fold from spring to winter. However, in the Yukon and at a few
available stations in the Arctic, the frequency of occurrence of light winds is
at a minimum in summer rather than in spring.

In central and eastern Canada, the relative spring-to-winter increase in the
occurrences of light winds is even more pronounced than it is in western
Canada. For instance, in the spring, almost none of Saskatchewan is contained
within the 25-isopleth. As winter approaches, however, much of central Sas-
katchewan is contained within the 50-isopleth, and the 100-isopleth extends
as far eastward as the Alberta-Saskatchewan border. In northern Ontario,
the frequency of occurrence of light winds lasting 24 to 47 hours increascs
from 25 to 50 and even over 100 in some areas.

An intcresting minimum in the pattern occurs consistently throughout the
year in Alberta. In the winter and spring it is located on thc Alberta-B.C.
border; in summer and fall it may be found about 200 km east of thc border.

¢ Light Winds Lasting 48 Hours or Over (Figs. 5-8)

As found in the case for light winds lasting 24 to 47 hours, British Colum-
bia, northern Alberta and the Yukon suffered the most from light winds last-
ing 48 hours and longer. In these regions the spring-to-winter increcasc in the
number of extended (>48 hours) light wind occurrences was very pro-
nounced in contrast to the scasonal variations of light winds lasting less than
48 hours. For instance, in ten spring seasons, only ccrtain areas in southcrn
B.C. and in the Yukon experienced morc than 25 occurrcnces of light winds
lasting 48 hours or over. In ten winters, however, all of British Columbia and
the northern half of Alberta had had morc than 25 occurrences, and ¢xtensive
portions, over 100. East of Alberta, throughout the ycar there were relatively
few occurrences of light winds lasting 48 hours or over.

In the Yukon and the Northwest Territorics light winds lasting 48 hours
and longer occur least often in summer rather than spring, although the

Persistence of Light Surface Winds in Canada 35



difference between those two seasons is not great. In Fig. 8, a minimum
occurs in the pattern in mid-western Alberta just as it does in Figs. 1 to 4.

3 Discussion

a Relationship Between Persistent Light Winds and Mean Wind Speeds

In considering persistent light winds we were curious about the relationship
which might exist between them and the mean wind speed. As an illustration,
it would be possible for a certain location to have a large number of occur-
rences of light wind and a high mean wind speed if the winds were quite strong
on the occasions when they were not light. It is, therefore, necessary to resist
the temptation to relate persistent light winds to climatological data such as
mean atmospheric pressure, as one might do with mean wind speeds.

A qualitative comparison between unpublished climatological maps of mean
wind speed and patterns in Figs. 1 to 8 revealed both similarities and differ-
ences. The regions of persistent light winds, such as the Cordillera, the northern
half of the Prairie Provinces and northern Ontario, are also regions of relatively
low mean wind speed. In addition, the minimum in the patterns in Figs. 1 to 8
in the Fort St. John-Swan Hills region of Alberta also corresponds to a “tongue”
of relatively strong mean wind speeds extending northwestward from the south-
ern Prairies.

On the other hand, the seasonal variations are different for the mean wind
than for persistent light winds. Although the frequency of occurrence of persis-
tent light winds is generally a minimum in the spring and summer and a maxi-
mum in the winter, the mean wind speed is a maximum in spring and 2 minimum
in summer. Thus, in the summer, the winds are light but relatively steady while
in the winter, strong winds are often interrupted by extended periods of light
wind.

b Topographic Influences

As pointed out above, the patterns in Figs. 1 to 8 appear to depend to a large
extent upon topography. Flat areas of Canada such as the southern Prairies and
those near large bodies of water seldom experience light winds, in contrast to
the valleys of the Cordillera which have relatively frequent occurrences. (It
should be pointed out that, while the observing stations are located in the floors
of the valleys where the winds tend to be different from the synoptic wind
(Munn, 1966), industry is also apt to be located in the valleys. Hence, these
valley observing stations are representative from the point of view of industrial
planning.)

Complex flows such as up- and down-slope winds as well as np- and down-
valley winds can occur in valleys (Geiger, 1956; Munn, 1966). These valley
flows are quite different from the regional wind inferred from the synoptic scale
surface pressure patterns. They depend to a large extent upon the individual
valley: its geometry and how it is oriented with respect to the sun and to the
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SPRING  (Mar.- May)

24- 47 HOURS

Number of occurrences for the seasons indicated (1957-66) for persistent light winds
lasting 24 to 47 hours.

SUMMER  (June - Aug.)

24- 47 HOURS
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FIGURE 3
AUTUMN  (Sept.- Nov.)

24-47 HOURS

3 e o - - - -

Number of occurrences for the seasons indicated (1957-66) for persistent light winds
lasting 24 to 47 hours.

WINTER  (Dec- Fet)
24-47 HOURS
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FIGURE 5 ;
‘- SPRING ( Mar.- May) i
\

| | 98 HOURS AND LONGER

Number of occurrences for the seasons indicated (1957-66) for persistent light winds
lasting 48 hours and longer.
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SUMMER (June - Aug.)

48 HOURS AND LONGER
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FIGURE 7
AUTUMN  (Sept.- Now)
48 HOURS AND LONGER

I T

Number of occurrences for the seasons indicated (1957-66) for persistent light winds
lasting 48 hours and longer.
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FIGURE 8
WINTER  ( Dec.- Feb)
48 HOURS AND LONGER

40 R.W. Shaw, M.S. Hirt and M.A. Tilley



G, ELEVATIONS

:q,v

4,000 FEET
2,000 FEET

LOOO FEET
SEA LEVEL

Fig. 9 Topographic height contours for Canada. From A Regional Geography of Canada
by D.F. Putnam and D.P. Kerr. Copyright 1956: J.M. Dent and Sons Ltd., Toronto.

synoptic wind. It is, then, perhaps surprising that the valley stations in the Cor-
dillera expericnce frequent light winds. One can only observe that the above-
mentioned complex flows in valleys must be interrupted at times so as to produce
persistent light winds. Munn (1966) states that valleys are favourable locations
for inversions because of cold air drainage and the trapping of air from cold
outbreaks. Although these inversions are not as intense as they might be in iso-
lated hollaws, the stable temperature stratification of the air may be sufficient to
prevent the downward transfer of the overlying air which moves with the speed
of the synoptic wind, and thus the surface winds remain light. Cold air drainage
often takes place at White River, Ontario and here again persistent light winds
frequently occur.

Unlike the persistent light winds in the Cordillera, the region of relatively
few persistent light winds in the Peace River-Swan Hills area of Alberta (the
minimum in Figs. 1 to 4 and Fig. 8) could not be related to any particular topo-
graphic feature in that region. However, immediately to the west of the “mini-
mum”, the Rocky Mountains are lower and they have less cast-west extent. One
can speculate that in this region the mountains present less of a barrier to the
wind. Indeed, not only are there fewer occurrences of light winds in this region,
but the mean wind speeds are also relatively higher.

¢ Synoptic Influences
Because the patterns in Figs. 1 to 8 do change throughout the year, particularly
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in non-mountainous regions, there must be other factors besides topography in-
fluencing them. For instance, it has been noted that in the summer and autumn,
the region within the 50-isopleth spreads eastward from Alberta and by winter
extends into the northern parts of all provinces between Saskatchewan and Que-
bec. The seasonal variations of light winds and of mean wind speed are shown in
the following table:

Minimum Maximum
Frequency of occurrence of Spring Summer  Autumn  Winter
persistent light winds
Mean wind speed Summer  Autumn Winter Spring

It appears that the synoptic weather patterns play an important role in non-
mountainous regions. The synoptic pattern causing light winds is the stagnating
anticyclone. In the spring, there are rapid passages of frontal cyclones over
Canada. The strong circulations in the cyclones ensure that the mean wind
speed is high and the rapid motions of the systems mean that an anticyclone,
with its inherent light winds, does not remain very long over a given location. In
summer, the circulations become weak and ill-defined. The mean wind speed
decreases and persistent light winds occur somewhat more often than they do in
the spring. In the autumn, better-defined cyclones and anticyclones are again
found over Canada but they do not move as quickly as they do in the spring.
Mean wind speeds increase, but the occurrences of stagnating anticyclones and
of persistent light winds also increase. In winter, Canada is often under the in-
fluence of large cold anticyclones, with frontal cyclones to the south. The pas-
sage of intense frontal cyclones, however, causes the mean wind speeds to be
high.

4 Conclusions

Generally speaking, persistent light winds (those lasting from 24 to 47 hours and
48 hours and over) occurred most frequently in British Columbia, the Yukon
and northern Alberta. In the ten provinces, they occurred most frequently in the
winter months and least often in the spring. In the Yukon and at the few avail-
able stations in the Northwest Territories, persistent light winds occurred least
often in the summer. The scasonal variation was less pronounced in British
Columbia, the Yukon and northern Alberta and more pronounced in the rest
of Canada. Therefore, the contrast between western Canada and the rest of the
country was less in winter than in spring.

The spatial and seasonal variations in persistent light winds suggest that, in
the mountain valleys, topography is the major factor, while in other regions
synoptic weather pattcrns are more important.

Due to the sparseness of data, general conclusions could not be drawn about
the Arctic. However, at two locations from which data are available (Frobisher
and Cambridge Bay) light winds lasting 24 to 47 hours occur on the average 2
to 4 times per winter month and may contribute to a high pollution potential.
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ABSTRACT

A semi-implicit barotropic primitive
equations model is integrated over a
limited area with time dependent
boundary conditions using the stan-
dard mesh and a finer mesh. Follow-
ing a theorem by Charney, a minimum
number of variables are specified as
boundary conditions for the limited
area integrations in order to avoid

area forecasts with the corresponding
forecasts made over a much larger
domain demonstrates that the essen-
tial features, namely the Rossby type
perturbations, are handled almost
perfectly. The fine mesh forecasts over
the same limited area are also very
good. Finally, the effect of specifying
inaccurate boundary conditions, in

the form of twelve-hour forecasts, is
briefly illustrated.

mathematical over-specification. The
comparison of coarse mesh limited

1 Introduction

Starting with Hill (1968) several experiments have been performed successfully
with so-called fine mesh models. This is not difficult except that in general a
reduction of grid length must be accompanied by a shrinking of the forecast
domain because of computer limitations. The problem of the specification of
satisfactory lateral boundary conditions then becomes very acute. Ideally the
boundary conditions should consist of pre-determined values of all the variables
on the boundaries; in practice these are not always available or they may not
be in agreement with the evolution of the variables inside the domain. The
latter event leads to instability due to mathematical over-specification.

It is evident that if a limited area forecast is performed on the same mesh
points as a larger area forecast with all its boundary variables specified exactly
from the latter, the two forecasts will be identical. However if one imposes these
same boundary conditions but performs the integration with a different mesh
size, noise will inevitably be generated near some of the boundaries. Thus the
forecast will in time be completely ruined unless heavy smoothing is imposed.
In terms of the linear theory of characteristics the specification of all variables
at the boundaries is equivalent to specifying both ends of the characteristic lines
even though the slope of these lines is determined independently by the equations.
Thus there must exist a minimum combination of all boundary variables of a
given sub-domain which will be sufficient to duplicate exactly (over this sub-
domain) the forecast made over the complete domain.

Recently Shapiro and O’Brien (1970) have obtained a successful integration
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of the filtered barotropic equation with minimum time dependent boundaries,
whereas Wang and Halpern (1970) have managed to control the flow near the
completely specified boundaries of a primitive equations barotropic model by
averaging techniques. In this paper minimum time dependent boundaries as
proposed by Charney (1962) have been imposed on a primitive equations baro-
tropic model integrated by an implicit technique.

In Charney’s (1962) proposal, a sufficient (minimum) set of boundary condi-
tions for a primitive equations (dry) model requires that the wind component
normal to the border be specified everywhere and that the potential vorticity,
a conservative quantity of the basic equations, be specified at points of inflow
only. This set is probably not unique and it is in fact not completely sufficient
either since an assumption about the continuity of the normal wind component
across the border is implicit in Charney’s (1962) demonstration. Also, the use of
potential vorticity would be very inconvenient in a baroclinic model because, in
general, the gradient of potential temperature and the curl of the wind are not
aligned with any of the coordinates of the grid. However Charney’s derivation
could have been made using the vertical component of absolute vorticity instead
of potential vorticity. In fact, outside highly baroclinic regions the gradient of
potential temperature is very nearly vertical and it will make little difference
whether absolute or potential vorticity is specified. In the barotropic case, with
which we will be dealing below, the potential vorticity is equal to the absolute
vorticity divided by the total depth of the fluid, which is almost constant. Thus
the use of either quantity will not make any difference. Having made this
assumption, we have also assumed continuity of the normal wind component
in order to define a computational boundary condition.

2 Basic equations

The model used describes a homogeneous incompressible fluid with a free top.
It consists of the following finite difference equations:

—_— —5; Y —
W= Qi — (). — Kb (1)
o= — Qi — ($), - K, @
_ ——2t TRYRRS TS
br + m2OW*: + v%) = —m[d'(x + By) + Ad % + 565 ] 3)
where u=i*v=r>p*

0 =7+ mi(, — )
K = 0.5m*(u? + v?
¢ =® + §', O: average of ¢
g. = Au"!g(a + 0.5A0) — g(a — 0.5A)]
g% = 0.5[g(a + 0.5Aa) + g(a — 0.5Aa)]
g% = 0.5[g(a + Ax) + g(a — Aw)]
and . =@ “)
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In these equations u* and v* are the reduced wind images of the true wind
components on the earth, U and F, in the x and y directions of the map (u* =
U/m, v* = V/m); m is the map scale factor; ¢ is the geopotential of the top of
the fluid, f is the Coriolis parameter, Q is the absolute vorticity, g stands for
any dependent variable and o stands for any independent variable. It may be of
interest to note that a rotation of axes by 45° would leave these finite differences
unchanged except for the disappearance of all —x and —y operators and a
re-definition of § as

§=@E"+2g"n &)

in the new coordinates (X, Y). Thus the finite differences used are really two-
point centered differences with a grid-length of /2Aa.

These equations are implicit; they are solved by substituting the finite-
difference divergence of the first two equations into the third one. This leads to
a Helmholtz equation for $2' which is dealt with by relaxation. Complete
details about this model can be found in Kwizak and Robert (1971).

The variables appearing in the Egs. (1) to (4) are defined at grid points (u, v,
¢, m?, f, K) or in the middle of the grid boxes (u*, v*, Q). Operators ()%,
() )y or ( ) allow us to pass (with second order truncatlon error) from grid
points to boxes and vice versa. No use is being made at- present of the time-
staggered lattice structure implied by these finite differences. The semi-implicit
formulation allows a time step of at least one hour for Ax = Ay = 381 km
at 60 N.

3 Boundary conditions

For simplicity in the description of the boundary conditions, we will assume
that we deal only with the left edge of the grid. The boundary conditions are
applied in the middle of the first boxes, where du*/dr is given and where Q is
either given for inflow points (#* > 0) or computed by Lagrangian advection
(upstream differences in space and forward differences in time) from the simpli-
fied equation

dQjdt = G (©6)

for the outflow points. Experiments have shown that it is not necessary to use
the complete vorticity equation for this purpose.

Each time step starts with »*, v* in all boxes and ¢ at all grid points. In order
to complete one time step, it is required, according to the finite-difference
equations (1) to (4), to know also the values of u, v, $>' on the outside corners
of the boundary boxes. We obtain u there by extrapolating linearly according
to the computational boundary condition

—X

u o= u* M

and we find ¢ from the known values of Q in the border boxes. Finally, substi-
tuting these values of v and v as well as 9u*/d¢ into (1) at the border we are left
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with an expression for the normal gradient of $*' which is used as a boundary
condition of the second kind for the Helmholtz equation. The time extrapolation
of u* and v* can now be made everywhere and the integration proceeds on.

For the reader interested in working out the exact details of the calculations
of the outside values of v and ¢* it may be mentioned that the reduction of
gradients of the form (), results in a complete set of algebraic equations
which are mildly indeterminate and which may lead to two grid increment waves
along the outside row of points. These difficulties are avoided by using an
approximate inverse ( ) to the () operator as follows:

—y 1
g=@)_=~g’

where g’ is equal to g’ unsmoothed twice with a Shuman (1957) filter using a
coefficient (—0.25).

4 Results

Some experiments were performed with the barotropic primitive equations
model in order to measure the success of the specification of the time dependence
of the boundary conditions. A reference forecast for 36 hours was first made
over a hemispheric region using solid wall boundary conditions «* = 0, Q = .
For the first experiment, the forecast was repeated over an inner subset of the
previous domain. This limited area was placed in such a way that a variety of
situations would be experienced around the boundary, Fig. 1. The boundary con-
ditions were extracted from the reference forecast and used according to the
method described above. The reference and limited area forecasts, were then
verified against the verifying analyses and between themselves. The data used
were the 500-mb stream function for 00Z Feb. 21, 1969.

It is evident that if such an experiment were performed with a filtered model,
which has only one variable, the forecast for the limited area should be identical
to that for the large area. In the case of the primitive equations however, there
are three variables (but the equations are of lower order) and it is not evident
a priori that the forecast can be duplicated over a limited area by specifying
only the normal wind component and the vorticity.

The results of this experiment can be seen in Figs. 2 (a), (b) for the height and
3 (a), (b) for the vorticity. There is practically no difference between the two
forecasts. No compression of the flow or mass field is shown near the outflow
areas. The 36-hour divergence pattern for the limited area forecast is also shown
in Fig. 3 (d). Some divergence is clearly associated with the movement of the
synoptic features but there is also a series of patterns along the axis of the jet
which were not present in the full area forecast and which seem to be associated
with weak gravitational activity, probably introduced spuriously by the boundary
conditions. However this small amount of noise is tolerable and could be
disposed of easily with time filters.

The comparison between the limited area and the large area forecast is
continued in Fig. 4 which shows the difference between the height forecasts at
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Fig. 1 The initial 500-mb analysis, 00Z Feb. 21, 1969. The inner rectangle is the boun-
dary of the limited area. Contours at 6 dam.

0, 12, 24, 36 hours. The non-zero difference at initial time is due to the fact that
the reverse balance equation is solved on each area in order to obtain the
initial height field from the rotational part of the wind, as described by Kwizak
and Robert (1971). The boundary condition for this Poisson equation is of the
Neumann type similar to that of the Helmholtz equation, and thus does not
ensure that the boundary values of the geopotential on the limited area will be
identical to those on the large area. (The use of Dirichlet boundary conditions
leads to more gravitational activity during the forecast than the use of Neumann
conditions.) At any rate it is seen that the differences do not increase in the
first 24 hours and remain small even at 36 hours. The standard deviations of
these differences are given in Table 1.
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Fig. 2 36 hours after initial time, contours at 6 dam: (a) reference forecast made over the large area; (b) forecast made over the limited
area; (c) forecast made over the limited area using Ax = Ay = 190.5 km; (d) verifying analysis.
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TaBLE 1. Standard deviation (m) of the difference between the forecasts starting at 1, = 00Z
Feb. 21, 1969 and the verifying analyses at 0, 12, 24, 36 hours.

Full Area
Coarse Mesh Verifying Analysis

Time from ¢, 0 12 24 36 0 12 24 36
Full Area 15.8 30.9 53.5 71.5
Limited Area 41
Coarse Mesh . 4.4 4.7 7.8 16.0 30.7 55.4 73.4
Limited Area

10.0 12.8 17.2 20.5 8.1 29.7 55.0 74.0

Fine Mesh

A second experiment was performed on the same limited area with the grid
length reduced to 190.5 km. Since the finite differences are of second order, this
should decrease the truncation errors in the forecast by a factor of 4. The time
step was also reduced to 30 minutes. The initial data were obtained by cubic
interpolation of the stream function, from which the winds were computed, and
finally the geopotential was obtained from the reverse balance equation as
usual. The time-dependent boundaries were similarly interpolated in time and
in the direction along the border. For expediency, no interpolation was made
perpendicular to the boundary thus introducing a displacement error of one
quarter of the original grid length in the specification of du*/d¢t and Q.

Linear analysis of the system of Egs. (1) to (4) shows that the phase speed of
the Rossby waves is directly related to the responses (ratio of finite-difference
operator to exact operator) of the space averaging and space differencing
operators divided by the response of the time differencing operator. When the
grid length and the time step are reduced, all of thesé responses increase, par-
ticularly in the high frequencies, in such a way that we should expect increased
speed of small-scale systems as well as intensification of the vorticity field
(the stream function having been unchanged). These features can be seen easily
in the 36-hour forecasts of height and vorticity shown in Figs. 2 (c) and 3 (c)
and they appear to bring the forecast closer to the verifying analysis, shown in
Fig. 2 (d). Some statistics about this experiment are also given in Table 1.

A closer study of Table 1 reveals some interesting points. First, by examining
the differences between the fine mesh and the coarse mesh forecasts, we note
that they increase more or less linearly with time, as expected from the type of
equation involved. Next, knowing that the truncation errors should be approx-
imately four times larger in the coarse mesh than in the fine mesh forecast, we
may conclude that these figures represent approximately three times the standard
deviations of the truncation errors of the fine mesh forecast, 6.83 m (or 3/4 of
the error of the coarse mesh one). Thus, with a mesh of 190.5 km, it would
appear that truncation errors contribute only a very small percentage of the
total height error variance of the forecasts (in this case about (6.3/71.5)2 = 1%).
Similar conclusions have been obtained by Chouinard and Robert (1971) with
a filtered barotropic model for different cases.

Secondly, with respect to the accuracy of the forecasts, we note that the initial
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heights from the reverse balance equation on the fine mesh are much closer to
the actual ones (because of reduced truncation errors) but that the forecasts
are not really any better than the coarse mesh ones, despite the more favourable
subjective opinion which may have been formed by visual examination of
Fig. 2. Thus a significant reduction of the truncation error has not led to any
improvement in the forecast score! This is quite a common feature with fine
mesh forecasts which have no added physical effects with respect to the coarse
mesh forecasts. In fact it is well known that the numerous sources of errors in
numerical forecasts are not independent of each other. In this case it is probable
that the fine mesh verifications could be improved by slightly smoothing the
forecasts or adding diffusion terms to the model.

Finally, a third experiment was performed in order to verify in a more opera-
tional context that the boundary conditions may be chosen arbitrarily and do
not have to match the data inside the area. The boundary conditions extracted
from the reference forecast starting from 00Z Feb. 21, 1969, were used again
to make a limited area forecast starting 12 hours later (at 12Z Feb. 21, 1969).
For comparison a full area forecast was also made from these more recent data.
The results of this experiment are shown in Fig. 5 for the 24-hour forecasts of
height and vorticity. (These maps verify at the same time as the 36-hour forecasts
of the first two experiments.)

The limited area forecast using boundary conditions predicted 12 hours
earlier (Fig. 5 (c), (d)) is very similar to the corresponding full area forecast
(Fig. 5 (a), (b)) except in the top left corner, which is the region of strongest
inflow. There the vorticity pattern of the limited area forecast has evidently
taken on some of the characteristics of the reference forecast from the earlier
time (Fig. 3 (a)), and the height field has adjusted correspondingly. This is not
unexpected since more information from the reference forecast is specified at
points of inflow than at points of outflow.

For the sake of interest the verification scores for this experiment are given
in Table 2. Although the purpose of this paper is not to discuss how the time
dependent boundary conditions should be obtained, one cannot help but notice

TABLE 2. Standard deviation (m) of the difference between the forecasts starting at 1o = 12Z
Feb. 21, 1969 and the verifying analyses at O, 12, 24 hours.

Full Area
Coarse Mesh Verifving Analysis
Time from ¢, 0 12 24 0 12 24
Full Area 15.3 32.1 46.3
Limited Area
Coarse Mesh 7.7 17.0 247 147 378 60.1

12-h forecast
boundaries

(remembering that this is only one case) that the use of a 12-hour prediction
from a poor atmospheric model has caused a significant deterioration of the
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forecast over the limited area. The use of time constant boundaries might have
done even worse! Nevertheless the 24-hour prediction over the limited area is
significantly better than the 36-hour prediction over the full area.

5 Conclusions

Charney’s (1962) proposal that the specification of the normal wind component
and of the potential vorticity at points of inflow constitutes a correct set of
boundary conditions for the integration of a primitive equations model has
been tested and found to give excellent results with a simple one-level semi-
implicit model. It was found possible to use the absolute vorticity instead of the
potential vorticity; also a weak condition on the normal wind component had to
be added. These boundary conditions generate only a very small amount of
noise and they offer the possibility of making fine mesh limited area forecasts
without difficulty. The use of inaccurate values (e.g., a 12-hour forecast) of the
variables specified on the boundaries appears to result in significant errors
inside the area in the regions of inflow, even after 24 hours. Results of similar
experiments with a baroclinic extension of this model will be presented in a
subsequent paper.
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