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ABSTRACT

A series of experimental integrations number of the resolution. However,
of a hemispheric spectral barotropic it is also suggested that spectrum
model using different spectral trunca- truncation error should probably be
tions is described. The results indicate regarded as an assumption about a
that truncation errors vary as N—¢, physical process rather than as a
where & = 1.4 and N is the wave purely mathematical approximation.

1 Introduction

The representation of derivatives of a meteorological field by finite differences
involves an error which has been commonly referred to as “truncation error.”
‘The term “truncation” arises because of the truncation of a Taylor’s series
which is used to develop appropriate finite-difference approximations. Further,
this type of mathematical error has long been recognized as a serious con-
tributor to the decay of forecast models with time (see, for example, Shuman
and Vanderman, (1965)). One typical characteristic error that it produces is
slow movement of the smaller scale synoptic systems. There is another type
of truncation error that is present in all models of finite resolution, which has
generally been referred to as “resolution error.” This error is connected to the
truncation of the spectrum of variance of the meterological field with which
we are dealing, and in fact applies not only to the derivatives of meteorological
fields, but to each field itself. Because of the nature of our observing systems
and presuming that the atmosphere has variance in all scales, then this type
of “truncation error” will always be present. If the atmosphere were a linear
dynamical system, then “spectral truncation error” would not be a serious
problem, because any deficiencies of the observing system or model resolution
would only result in deficiencies in forecasting those scales which are not
represented. Such is not the case however, and the exchange of variance between
scales is rapid and widespread with respect to the spectrum; and this fact re-
sults in a major limiting factor on the predictability of the atmosphere as illus-
trated by Lorenz (1969) and Leith (1971).

In order to visualize further the difference between the two types of trunca-
tion error, consider the following pair of thought experiments. Imagine that at
t = 0, the 500-mb flow field can be represented exactly by a finite number of

1Paper presented at the 5th Annual cms Congress, May 12-14, 1971, Macdonald College,
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coefficients of a set of spectral functions (e.g., a trigonometric series, in one
dimension). We presume for the sake of argument that the evolution of the
flow is governed by the conservation of vorticity. If we integrated this system
using a grid-point technique, then we will have truncation error of the first
type when we evaluate the derivatives of the original field. This type of error
will be present even if the flow field behaved linearly. If we integrated this
system using the spectral technique, then we will not have this type of trunca-
tion error since we evaluate derivatives exactly.

Because the evolution of the flow field is non-linear, there will be variance
generated in scales which were not present initially. Eventually there will be
variance generated in scales which are not represented in the grid-point or
spectral model. It is at this point that truncation error of the second type
begins. Thus we see that when we discuss truncation error in a spectral model
we consider the second type.

In the following we study the development of spectrum truncation error using
a hemispheric spectral barotropic model.

2 The model
The essential mechanism for the development of spectrum truncation error
is the non-linear exchange of variance or energy which results from the advec-
tion terms in the equations of motion. Therefore it seems reasonable to con-
sider a very simple model possessing this property in order to obtain some
insight into the nature of this error. Although it is a crude representation of
atmospheric flow, the barotropic model has displayed considerable realism and
has been of substantial value in forecasting for many years.

Let ¢ be a stream function representing the 500-mb flow; then the governing
equation for the model is:

14
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where Q = V¥, f = 2Q sin ¢, « is the long-wave stabilization factor, ¢ is
latitude, and J indicates the usual Jacobian operator.
Equation (1) is integrated using the spectral method with the following set of
spectral functions:
Gy = cos™ pcos (2k — 1) (¢ + 7/2) {°°S ”"}, @

sin 7A
n=012,...N;k=12,....K
Note that since 2k — 1 is odd, then
cos 2k — 1) (¢ + n/2) = (—)*sin 2k — 1)
and thus the southern hemisphere will be a mirror image of the northern
hemisphere. This is why it is called a hemispheric model. This is basically the

same model as was integrated by Robert (1968), although his was a global
version.
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In all the experiments to be described here the resolution in the north-south
direction is given by K = 6, which corresponds to wave number 11 in that
direction. At the same time N varies from 6 to 21. All experiments have been
integrated using a centered difference formula with a time step of 2 hours and
a period of integration of five days.

3 The experiments

Two basic experiments have been conducted to this point. The basic initial
field is the 500-mb stream function for 0000 gMT, November 6, 1969 which
was obtained from the Central Analysis Office, Montreal. In the first experi-
ment an initial field with resolution N = 6 was obtained by harmonic analy-
sis of the basic initial chart. In the second experiment the resolution was
N = 9. Subsequent integrations of equation (1) were carried out using these
initial fields with varying resolutions for integration. In the first experiments
runs were made with resolution corresponding to N =6, 9, 12, 15, 18; while
in the second, N =9, 12, 15, 18, 21. Within each experiment the fields were
initially identical, but developed differences as the integration proceeded. The
development of these differences was studied as a function of time and reso-
lution.

4 The growth of differences

In Figures 1 and 2 we present the time variation of the root mean square
difference between an integration using the resolution indicated and the largest
resolution used. In Fig. 1, the integrations are all compared to resolution 18,
while in Fig. 2, they are compared to resolution 21. Note that while the curves
on the two figures resemble one another, the ordinate on Fig. 2 is twice that
of Fig. 1. There are a number of tentative conclusions to be drawn from these
curves. The spectrum truncation error decreases with increasing resolution
in both experiments, while the comparison of the two experiments indicates
that the rate of growth of difference is much larger with a higher data resolution.
These conclusions must be taken as very tentative since the data resolutions
used are not sufficiently high to be completely representative of the atmosphere.
In fact one would hope that as the data resolution is increased, the growth rate
should approach some limiting value. The difference curves do not show any
significant tendency to slow their growth in the period to five days, but this is
because the total difference variance is still well below the variance in the fields
themselves, and we must expect the growth to decelerate at some later time.

In order to relate the decrease in difference to the increase in resolution we
have plotted in Figs. 3 and 4 the rRMs difference between a particular resolu-
tion and the maximum resolution for the two experiments. We have plotted
them against N2 only to make the diagram rectangular and not for any theoreti-
cal reason. Both experiments show essentially the same features. In the initial
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Fig. 1 The growth of the root-mean-square differences, in metres, over the northern
hemisphere for integrations of the spectral barotropic model at various resolutions.
The initial data in each case are the same and correspond to a data resolution up
to wave number 6. All integrations are compared to the integration with resolu-
tion to wave number 18.

Fig. 2 Same as Fig. 1 except initial data have wave number 9 resolution and integrations
are compared to wave number 21 integration. Note the ordinate is double that
of Fig. 1.

stages of integration the differences fall off rapidly with resolution but at the
later stages the differences in the higher resolutions catch up, resulting in curves
which have substantially the same slopes from 3 to 5 days. By roughly fitting a
straight line to represent the slope of these curves between 3 and 5 days we
find the slope to be approximately —0.7, which indicates that the differences
fall off with N—14,

So far we have discussed the differences over the entire hemisphere and all
wavelengths. Naturally the question arises as to how these differences are
distributed over different scales. Before we go into this, however, it is interest-
ing to see an example of maps of the forecast field produced by two different
resolutions. For this purpose we present the 500-mb charts of stream function
for an area covering North America. Fig. 5 is the initial chart for the first experi-
ment while Figs. 6 and 7 are the 5-day forecast produced with resolution N = 6
and N = 18, respectively. While the two forecasts have some features in com-
mon, troughs and ridges have substantial differences both in position and
intensity.
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Fig. 3 The root-mean-square differences, in metres, over the northern hemisphere for
integrations of the spectral barotropic model as a function of integration resolu-
tion wave number N after 1 day, 3 days and 5 days. Both ordinate and abscissa
are logarithmic scales. Initial data have a resolution of wave number 6 and all
comparisons are made with the integration of resolution 18.

Fig. 4 Same as Fig. 3, except that initial data have resolution 9 and comparisons are made
to the integration of resolution 21.

§ The spectra of differences

We have seen how the differences between two integrations starting with the
same initial field grow with time and now we discuss the spectrum of these
differences and its evolution. In fact this description gives the essential mechan-
ism of the growth of the differences. In Fig. 8 we present the spectrum of the
difference between an integration with resolution 9 and one with resolution 12
where the initial data has a resolution 6. We have also plotted the spectrum
of variance of the higher resolution forecast at five days. There are a number
of interesting features in these curves. The break in the spectrum at wave num-
ber 9 is due to the fact that there is no variance in the lower resolution forecast
for wave numbers larger than 9. It is also noteworthy that it is not obvious from
these curves that the data resolution is 6. We note that the difference spectrum
has a characteristic shape which persists for about 1 to 2 days, while the
variance grows by orders of magnitude. However, since it is still quite small
during this whole period, one may look on this growth in a sort of linear way.
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Fig. 5 A section of the initial chart used in the experiments with data resolution 6. Con-
tour values are in decametres.

The initial field has a certain spectrum which implies a transfer of variance
to wave numbers 7 to 12. The low resolution model only admits variance to
wave number 9. Subsequently the variance produced in wave numbers 10 to 12
implies a slightly different transfer of variance in the higher wave numbers.
Thus we generate difference variance in all wave numbers (including the zonal
flow). Since in the beginning this difference variance is very small, then the
spectrum of variance is almost constant, and so the field simply adds more of
the same characteristic difference. This explains why the difference spectra
have similar shapes. Eventually, of course, the two integrations will be suffi-
ciently different so that subsequent variance transfers are not similar and then
the difference spectrum will modify as it does after about 2-3 days. We also
notice that the amount of variance generated in the wavelengths shorter than
the data resolution is not excessive and in fact, the spectrum of the high resolu-
tion model after five days is quite reasonable.

This last observation is significant, because we would not be too confident
in estimates of truncation error if in fact that were not the case. As further
evidence of the reasonableness of the cascade of variance or energy into the
scales of motion not originally present in the data we present in Fig. 9 the
energy spectrum at different times during the course of an integration of the
data resolution 6 using model resolution 18. We have also plotted a smooth
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Fig. 6 The forecast after 5 days for the initial chart shown in Fig. 5, using wave number

6 resolution for the integration.

Lo

567

\

5 579

79
k \
585
) /585

500 MB (13,6) DATA (37,6)RESOLUTION I20HRS AFTER 00Z 6-11-69

Fig. 7 Same as Fig. 6, except the integration uses wave number 18 resolution.
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Fig. 8 The evolution in time of the spectrum of the mean square difference (decameters?)
between an integration with resolution 9 and one with resolution 12. The initial
data have a resolution of wave number 6. The heavy solid curve is the spectrum of
variance of the integration with resolution 12 after 5 days. The thin curves are
labelled in hours after initial time. The short unlabelled curve on the right cor-
responds to the distribution of error after 2 hours (one time step).

Fig. 9 The evolution in time of the spectrum of kinetic energy for an integration with
resolution 18. The initial data have a resolution of wave number 6. The heavy solid
curve is the average spectrum for the northern hemisphere taken from Wiin-
Nielsen (1967).

representation of Wiin-Nielsen’s (1967) kinetic energy spectrum. Note that

the energy spectrum remains below that of Wiin-Nielsen at all wavelengths

considered, even well within the —3 range. In fairness it must be said that since
we have not integrated the model beyond five days, we cannot say for sure that

this situation would persist indefinitely.

6 Concluding discussion

In this last section let us firstly reemphasize that the estimates of “spectral
truncation error” must be regarded as tentative because of the limited resolu-
tion which was used. With that in mind, the results show that truncation error
in a spectral model is much less sensitive to resolution than in similar experi-
ments with grid-point models (Chouinard, 1971). Further, these experiments
lead one to consider that any model or indeed observing system will suffer from
this type of error. This error arises because we simply do not permit interactions
involving scales which are not within the resolution to affect those scales within
the resolution. In that sense we are making an assumption about the physical
nature of the system rather than a purely mathematical approximation. To that
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ABSTRACT

An analysis is made of the channels by
which the environment affects man and
man affects the environment. The in-
teractions between the natural envir-
onments (land, water, air, plant, wild-

drawn as to how these interrelation-
ships may be used to develop the in-
formation that man needs in order to
ensure that the environment which
results from this complex interplay is

life) and the built and social environ-
ments are studied. Conclusions are

to his liking.

1 Introduction

That quality of life is closely related to quality of environment is no longer
news. Yet little is known of the mechanisms needed to achieve the desired qual-
ity without sacrifice of many past achievements. Traditionally man has been
dependent on his environment for his resources. Almost all his ingenuity has
been spent in learning how to extract these resources and to mould them to his
use. Now that his ability to manufacture on a massive scale has been realized he
finds himself confronted by the many problems related to the equally massive
return of these same resources to the environment. These are formidable prob-
lems indeed and they take many forms. For example, almost all his present sys-
tems are designed for the preductive side of the cycle; few for the return side.
Also, these problems relate to every facet of human life and the question is not
simply one of pollution vs. no pollution; it is a question of how much pollution,
what kind of pollution and where will it be. The first problem then is how to
organize one’s thinking to contemplate the problem; the second is how to or-
ganize to deal with it. The purpose of this paper is to consider the nature of the
environment and its relationship to man, the common denominator to all en-
vironmental studies.

In the beginning the environment had the power of death as well as life for
man. It still has, but in more subtle ways. As well as air to breathe, the environ-
ment provided food, shelter and clothing in increasing abundance and variety,
and weapons for his protection. He drew from several rather different environ-
ments. There were three physical environments: land, water, and air; and two
biological environments: plant and animal. To these he added another, the Built
Environment (Hare, 1970) constructed to his liking from resources drawn from
the five natural environments. With increased knowledge came increased ability
to manage the environment. The goal was always to produce products to im-
prove his safety and enjoyment of life. Struggles took place between nations as
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Fig. 1 Diagram of the major environments: physical, biological, built and social, and
their support of Life (man’s). Also shown are the several supporting systems
necessary to the functioning of the rest of the cycle for man’s benefit. Desirable
material products move along dash-dot lines (— - —); unwanted material products
move along long-dash lines (— —); non-material products move along short-dash
lines. Detail is given in Section 2 and 3.

they attempted to gain advantage in the form of better or cheaper resources or
to protect their possessions and systems. Inherent in thése civilizations were
other, more subtle environments, cultural environments of a non-material
nature. The essence of a civilization was bound up in its cultural beliefs and its
cultural developments such as in the arts and politics. Often these were the more
complex in that position on the authority scale was as often a social feature as
a managerial function.

During most of the period in which these developments took place civiliza-
tions were growing faster than was the ability of the environments to affect man.
The many changes made by man in the environment turned out to be good for
him. All was well. While man had ignored one simple truth, he had evidently
done so successfully. The truth: that all resources drawn from the environment
eventually return to it. Pollution was known and was accepted as a necessary
accompaniment to progress. It had not yet become a problem. It was inevitable
that the increasing tempo of the production side of the cycle should lead to in-
creasing tempo in the return side. Unless the return side is as well managed as
the production side the resources on which man depends will become contami-
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nated resources and the contaminants will recycle through all his environments
and all his systems.

This, then, is the essence of the problem. More knowledge is needed of the
nature of the whole cycle, of the processes taking place within the environments,
and of the interactions between them. Quantitative information is needed on the
nature and volume of elements moving around the cycle. Dccision makers and
managers are needed and must be trained. New systems for study, research and
education are needed. Old-style descipline-oriented structures no longer seem
relevant to such broad problems.

2 The environmental cycle

These introductory remarks say something about the nature of the human en-
vironment and its relationship to man. They can be summarized as a definition
of the human environment which may be useful for later discussion:

The human environment consists of those systems: physical, biological, built
and social, upon which man depends for his physical and cultural well-being
and which he, in turn, affects through his activities.

It is helpful at this point to portray the features of the environmental cycle
and their interrelations. These are shown in the schematic diagram in Fig. 1.
A word of explanation is necessary to understand the figure. Each component is
shown as a system identified by a name which is abbreviated in the figure.
Arrowheads inward show input to the system. Arrowheads outward show out-
put. Lines beginning at an output arrowhead and ending at an input arrowhead
depict transfer of a product from one system to another in which it is used. For
example, iron ore is drawn from the environment to be processed in another
system. Lines ending on the side of another system indicate that the product
becomes a resource to be used in the work of the recipient system rather than
a product to be processed by it. An example would be machines produced in one
system for use in the work of another.

Life is the starting point. The four classes of environment: physical, biologi-
cal, built and social, provide what is necessary and what is desirable for life. The
importance of the nature and the quality of each of these environments should
be evaluated in terms of their ability to feed the life system. These environments
also interact with each other through transfer of material or living products. For
example, deer eat grass, and grass requires soil, water and air. When the deer
die their remains return to the physical environments. Environmental Processing
(Env Proc) and Manufacturing (Mfg) supply the material needs to support the
environments as well as all systems. These are dispensed through a support net-
work shown by the full line. Desirable material products are shown by dash-dot
lines. All material returns ultimately to the physical environment along the long-
dash lines. There are also non-material products produced by Life and other
systems and these move along the short-dash lines. The meaning of these rela-
tionships will be explored in the following sections.

12 D.P. McIntyre



3 Some related systems

a The Ecological System

Consider first the interactions between the five bio-physical environments. This
study is known as ecology. The three physical environments (Phys Env) are
themselves closely related. Water evaporated from oceans, lakes, and other
bodies becomes a constituent of the air. Later it condenses again as rain and
falls on land and water. This is the source of both ground water and surface
runoff in rivers and lakes to the sea. Climatic regimes in the atmosphere are
likewise governed to a considerable extent by the physical features of the land,
especially mountains, and proximity to water. These feedbacks are embodied in
the circuitry of Fig. 1.

The balance reached by the physical environment controls many features of
the biological environments (Bio Env). Different plants require appropriate
physical environments to supply their needs. All require some form of soil, water
and air. Animals require physical environments plus vegetation and possibly
other animal populations for existence. The excrement and the remains of dead
animals and plants return to the physical environment and help to determine its
characteristics. In addition transpiration from plants and perspiration from ani-
mals alter the water vapour balance. The biological environments also affect the
chemical composition in the atmosphere. From these few elementary examples
it is seen that all five natural environments interact in a complex fashion to reach
a balance which in the past has been a stable one.

Man also interacts with these environments. In earlier times he could have
been considered as another animal. However, his increasing ability to use and
alter the environment necessitates the introduction of the “Life” system in the
cycle. This is the key to making decisions about the environment. It is on the
basis of man’s needs and desires in the Life system that one must now judge the
nature and quality of the environments. With the removal of natural balances
many species of animals face extinction and man must decide if he wishes this
to be, and to take appropriate steps to prevent the disappearance of wanted
species.

b The Modified Ecological System

Man’s early efforts included modification of land to support agriculture and do-
mestic animals. He also constructed shelter, fortifications and villages. Thus
began in primitive form a new environment, dubbed the Built Environment
(Blt Env) by Hare (1970). As the Built Environment became more sophisti-
cated and tailored to man’s needs, it more and more replaced the natural environ-
ments. More accurately it took on an importance equal to the bio-physical
environments in supplying the immediate material needs of man. The Built
Environment now includes homes, buildings, urban and suburban develop-
ments and their interlocking services. It includes roads, railways, seaways and
airways which are modern counterparts of the paths and river-routes of primi-
tive man. It includes the vehicles which traverse these routes. Depending on
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one’s definition it could be taken to include clothing but this is more a personal
and social thing and I prefer to consider this as direct support of life insofar as
its relation to weather and climate is concerned and to the social environment
insofar as its style is concerned.

¢ Manufacturing Support Systems

To produce the elements of the Built Environment, as well as to produce tools
and products used by all systems under full or partial control of man, an elabo-
rate production process is necessary. This is shown in Fig. 1 as Environmental
Processing (Env Proc) and Manufacturing (Mfg). By environmental pro-
cessing is meant the action of extracting needed materials from the bio-physical
environments. This includes such operations as mining, or obtaining hides
from animals. Its outputs become the raw materials from which articles are
made in the manufacturing process. The term manufacturing is here used in the
very broad sense of making anything of a material nature which is useful to
man, either directly or in the performance of his activities. As with other pro-
cesses there are two types of product, a useful one and an unwanted one; the
latter consists of the unused or waste parts of the input materials as well as the
worn out resources (tools, etc.) of the processing system itself. These return to
one of the physical environments although not necessarily the one from which
they were originally drawn and almost certainly not to the same location.

In our figure we show the useful output of the manufacturing process as en-
tering an all-purpose support channel serving all systems and environments. This
is because manufacturing is only one of several systems serving the entire com-
plex. It even serves itself since its own tools and other resources must be pro-
duced within the manufacturing process.

Partly through recognition that waste products may be made into useful and
profitable products, and partly through realization of the need to minimize pol-
lution, some waste products are removed from the return channel and recycled.
In our figure the Waste Processing System (Wst Proc) depicts this function.
Here waste materials are removed before returning to the environment and are
used as though drawn from the bio-physical environment. It, in fact, serves the
same function as Environmental Processing, the only difference being the source
of its input. The useful output becomes input to the manufacturing process.
This is one strategy of pollution reduction which is receiving much attention to-
day. The reaction against the introduction of non-returnable bottles is a case in
point.

d Non-Material Support

As with primitive man concern for material things has been a major preoccu-
pation with us. However, the process of development of material systems and
environments cannot progress far without development of non-material systems.
These can be classified, broadly speaking, into certain categories:
(i) Services (Svc). This includes such things as information services, com-
puting services, weather forecasts and so forth.

14 D.P. Mclntyre



(ii) Research and Development (R&D). This includes the increase of knowl-
edge and understanding of physical and biological processes, some of it
being specific to processes which are capable of improvement or engi-
neering to serve man. It should also include the corresponding func-
tions in support of non-material human activity.

(iii) Education and Training (Ed & Tra). This includes systems for trans-
ferring both general and specific knowledge to people who can use it or
appreciate it.

(iv) Management (Mgmt). This includes all activities required for decision
and control in the operation of all systems. Of primary importance is
the establishment of human objectives in the Life system. This is related
to international agreements and national legislation.

e The Social Environment

Man cannot live by material things alone. He needs a non-material environment
not only for the full exploitation of his own potentialities but also as a frame-
work within which decisions are made which affect all of his activities. Here lie
his noblest deeds, also his most infamous deeds. This is a most complex environ-
ment. In it reside great cultural products: works of art, literature, music, and
philosophy. The interrelationships of man to man are here, and his standards
of behaviour.

Social decisions are reflected not only in the structure of the social environ-
ment but also in the built environment and in various systems: segregation of
races, need for armaments, etc. A man’s position in a manufacturing firm may
represent a social standard as much as a job in the production process.

The output of the Social Environment (Soc Env) is basically non-material
and is used in the Life System. The small material output is entirely in the form
of waste and represents the fate of worn out resources.

4 The function of management

The more man develops his capacity to use the environment the more is his
responsibility for its state and the greater is his need for its management. Man-
agement must be based on knowledge, and must be exercised at many levels
from that of the concerned individual to that of the international agency. The
responsibilities of management fall to a great many groups. Prominent amongst
these arc the industries, municipalities, countries and the United Nations.

The primary problem is to identify the more important groups, their roles
and their responsibilities; this is now rapidly taking place. Objectives must be
developed and organizations established to achieve these. Human and organi-
zational rights, insofar as they relate to the environment, must be established.
National goals respecting all environments and systems should be set. Laws and
standards of conduct must be passed. Regulatory and punitive measures must
be decided on.

Decisions must soon be made on the acceptable standards for the human en-
vironment. This must include the standards of physical environments needed
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to support the animal and plant environments desired by man as well as those
required to support him directly. Research and education are needed to provide
the information on which to determine the standards. Legislation is required to
put them into effect. Environmental sampling networks are needed to provide
information on the degree to which the standards are being met.

Strategies are needed to minimize the deleterious effects of the return chan-
nel of the environmental cycle and to maximize the beneficial effects. There are
many classes of strategies: maximize the ratio of desirable to undesirable out-
puts; recycle undesirable outputs to produce desirable ones (e.g., composting);
change strongly undesirable outputs in one medium to less undesirable ones
in another (e.g., burning of solid material ). Strategies are needed which do not
have deleterious effects on other environments. And serious loss of income for
large segments of mankind must be avoided.

To support decision-making, indices are required to designate the nature,
quantity, quality and rate of flow along the channels in Fig. 1. The GNP is a
measure in this category. A more refined and more complete set of indices is
needed on which to base the decision-making processes of environmental man-
agement.

In short, the immediate problem is the development of organizations, stand-
ards and information systems. Simultaneously, improvements in existing opera-
tions to reduce their damaging effects on the environment can be carried on.
Pollution control measures are mostly now of this type. The long-term problem
is more complex and will come into focus as the short-term problems are solved.
For the long term a complete redesign of the economic system is probably essen-
tial to meet the goal of optimum quality of all aspects of the human environ-
ment rather than a goal of maximum production. This has serious ramifications
and spells the end of many accepted production policies such as planned obso-
lescence.

5 The functions of R and D and education

The decisions to be made by management must be based on knowledge. Knowl-
edge must be generated by research and development and disseminated, in part,
through education and training. In addition, skilled and knowledgeable people
are required for the making of decisions and for their implementation. These
two products, knowledge and knowledgeable people, imply a need for a wide
spectrum of education and training programs, many of which should be asso-
ciated with R and D programs. In the past such programs have tended to support
the decision-making process in the production and economics fields. In the
future there will be an increasing emphasis on support to decision-making in
the area of environmental quality and in considerations of the workings of the
entire cycle. The remarks which follow should be read in relation to research,
education and training in the environmental area.

Mission-oriented research and development, and job-oriented training will
be closely associated with the work of industries, government and the other
groups having management responsibilities as described in Section 4. In support
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of environmental management much research should be directed to developing
standards of environmental quality, to developing test procedures and to provid-
ing the kinds of scientific information needed to determine managerial strate-
gies.

The universities have a unique and important role to play in developing and
imparting knowledge on the environment. They must study the fundamental
natures of the various environments, and the interrelationships between them-
selves and other systems. This fact has been receiving increasing attention from
the universities in recent years as they strive to adjust to their own changing
environment. They are faced with a difficult organizational problem. The en-
vironmental cycle shows the close interdependence of the several environments
and the crucial relationship of man to them. The traditional organization of the
universities by discipline seems incapable of adjustment to meet the changing
needs. Approaches have been tried, with varying success, to resolve the seem-
ingly opposing organizational philosophies. The apparent solution, to create an
interdisciplinary department, is illusory. Such a cross-disciplinary department
would be either too large or too diffuse to be effective; and there would be prob-
lems with the existing departments specializing in these disciplines.

Probably the solution lies in establishing departments on the basis of objec-
tives associated with particular environments rather than with disciplines or
with broad combinations of environments. Thus, there could be a university
department with interest in one environment, ¢.g., air, water, land, plant or
animal. If these are too broad, a sub-environment might be chosen, e.g., forest.
Such a department would carry out research and education Jeading to an under-
standing of the scientific nature of this environment and its interrelationships
with man and other systems. This would provide a basis for interdisciplinary
study which would remain within reasonable bounds.

Interdisciplinary discussions, symposia, seminars, etc., with groups primarily
interested in another environment would be interesting and valuable to both. No
doubt also some scientists would become interested in following the chains of
cause and effect around the whole cycle and this might ultimately become a
discipline in itself — a sort of environmental economy.
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ABSTRACT

A brief survey is given of the sources,
the methods of injection into the at-
mosphere, and the mechanisms of
deposition into bodies of water for
various atmospheric pollutants which

examples of the relative importance
of atmospheric sources are included
where data are available. Programs of
the Canadian Atmospheric Environ-
ment Service in this field of research

contribute significantly to the pollu- are outlined.

tion of large bodies of water. Specific

1 Introduction

One of the dominating features of the Canadian environment is the abundance
of water resources. Canada’s coastline has a length of about 95,500 km, the
longest in the world; the country faces three oceans and has a major archi-
pelago in the far north, as well as an immense continental shelf. Canada’s
freshwater resources comprise about 25 per cent of the world’s known volume
of fresh water; 7.6 per cent of the country’s surface area (about 751,000
km?) is fresh water. Of the 8,800-km international boundary shared with the
United States, almost half traverses common water resources.

In this unique geographical situation, with water resources occupying such
a significant role in the country’s environment, Canada is very susceptible to
the effects of pollution on her water resources. There are many sources which
contribute to the pollution of freshwater lakes and oceans: the disposal of
wastes through direct outfalls and rivers; run-off from land; dumping, opera-
tional discharge, and accidental release from ships; sea-bed exploration for
mineral resources; military activities; and transfer from the atmosphere.

It is this last source of water pollution, the contribution made by air-borne
pollutants, which will be the subject of this paper. As a better understanding
is gained of the transport of atmospheric pollutants over moderate and large
travel distances, and the mechanisms operating in the atmosphere which
remove air-borne pollutants, it is becoming more evident that air-borne
pollutants contribute significantly to the pollution of large bodies of water.

Topics to be considered will be the methods of injection of pollutants into
the atmosphere, the mechanisms by which these pollutants are then deposited
into the lakes and oceans, examples of important pollutants, and a few
quantitative examples where data are available.
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2 Methods of injection into the atmosphere

There are numerous methods by which various pollutants may enter the
atmosphere. Three of the more important ones are considered below. It is
well known that combustion sources of different types are responsible for
much of the air-borne pollution. Industrial and home heating which utilize
fossil fuels are responsible for significant amounts of sulphur dioxide being
injected into the atmosphere; incineration of waste products releases large
amounts of various harmful trace substances such as PCB’s (polychlorinated
biphenyls); and combustion in automobiles is responsible for most air-borne
lead.

A second source of air-borne pollutants is the aerial spraying of pesticides.
Spraying losses can be significant; sometimes less than 50 per cent of the
material reaches the target. Evaporation losses occur during spraying and
from the target material; co-distillation with water is significant.

The third important method of injection into the atmosphere is the erosion
of soil by wind. Gascous or liquid materials such as pesticides may become
strongly attached to particulate material and be blown into the atmosphere.

3 Mechanisms of deposition of air-borne pollutants into lakes and oceans

The pathways of air-borne pollutants to bodies of water are twofold: there
is the direct contribution from precipitation scavenging and dry deposition,
and there is the indirect contribution from surface run-off and ground-water.
Precipitation is the largest supplier of air-borne materials through the in-cloud
process of rain-out and the below-cloud process of wash-out. The processes
of dry deposition of particulate matter and direct molecular impaction of
gaseous substances are also important deposition mechanisms.

The indirect contribution from run-off and ground water originates from
the above processes and from the additional mechanism of leaching, whereby
minerals from the soil pass up through plants and are washed from leaves by
precipitation. It is difficult to assess the contributions of these indirect pro-
cesses although the spring run-off would be an example of a substantial source
of pollutants which were originally air-borne. This was the cause of the
arsenic problem at Yellowknife a few years ago, where high levels of arsenic
were found in drinking water during the spring and early summer (Kay,
1959).

4 Sources of water pollution for which the atmosphere is a
major transporting mechanism

A recent report (GESAMP, 1971) identified the atmosphere as a means of
transport for a number of pollutants which contribute to the pollution of
large bodies of water, particularly oceans. Those substances which were most
important in this context were pesticides of organochlorine compounds (pDT,
for example), and the heavy metals mercury and lead. Significant effects were
attributed to pesticides of organophosphorous compounds, herbicides, and
PCB’s; slight importance was attached to sulphites. There was some uncer-
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tainty about the importance of other substances as pollutants including those
pesticides containing mercurial compounds and miscellaneous metal-contain-
ing compounds, arsenic, and the following petrochemical and organic chemi-
cals: aromatic solvents, aliphatic solvents, and plastic intermediates and
by-products.

Although the introduction of inorganic materials into the oceans may not
constitute pollution, the introduction of similar amounts into fresh water
may certainly do so because of the chemical composition and low buffering
capacity of fresh water. Thus sulphates and nutrients, for example, in the
amounts that they are now being introduced into freshwater lakes, may
certainly be considered as pollutants.

5 Examples of atmospheric pollutants reaching bodies of water

a Results of CCIW Studies

The Canada Centre for Inland Waters (cciw) at Burlington, Ontario has
been carrying out a study of precipitation and dry deposition sampling and
chemical analysis. Monthly samples are collected from 16 selected stations
in the Great Lakes Basin and analysed for pH and inorganic constituents.
These results suggest, for example, that the atmospheric loading of Lake
Ontario is responsible, in the case of total phosphorous and total nitrogen, for
about 9 and 12 per cent, respectively, of the total loading of these nutrients.
This can certainly be considered a significant input.

b Recent Swedish Studies

In a report (Sweden, 1971) prepared for submission to the United Nations
Conference on the Human Environment, Swedish scientists have presented in
detail the effect: of sulphur on Swedish waterways. Most rivers and lakes in
Sweden show an increasing acidity (decreasing pH), which seems to be due
mainly to the deposition of sulphuric acid. It is shown in this report that, if
the present development continues, about 50 per cent of the lakes and rivers
in the areas concerned may have pH-values of 5.5 or even 5.0, which is
critical for the survival of most fish, in less than 50 years. This example of
the increasing acidity of rain is particularly applicable to areas of freshwater
lakes in Canada because they also have a similar low buffering capacity.

¢ Transport of Lead

The global annual supply of lead is about 3 X 108 tons, of which an esti-
mated 2 X 10° tons enters the sea by way of the atmosphere (GESAMP,
1971); the primary source of this lead is the acrosol released from automo-
bile exhausts. It is estimated that at least half of the total amount of lead
entering the sea comes from the atmosphere. This fallout of lead has in-
creased lead concentrations in the mixed layers of the oceans of the northern
hemisphere by a factor of about five.
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d Transport of DDT

DDT can reside in the atmosphere in very large quantities, as much as 107
tons in vapour form; this is ten to one hundred times the estimated yearly
input to the atmosphere. Using measurements of DDT found in rainfall in
England and Florida, estimates of the annual contribution of DDT to the
oceans by rainfall have been made (scep, 1970). This amounts to 2.4 X 10*
tons of pbT which is approximately 25 per cent of its estimated annual total
production. It is quite plausible that the atmosphere is a major route for pDT
residues to reach the oceans.

6 Conclusions

The most important conclusion that may be drawn is that the contribution
made by air-borne pollutants to the pollution of large bodies of water is
indeed a significant one.

Although few direct measurements have been made to determine the
amounts of air-borne pollutants entering large bodies of water by the various
processes outlined, indications are that the atmosphere contributes substan-
tially to water pollution. Estimates of the portion of the total amounts of
pesticides (e.g., opT) and heavy metals (e.g., lead) reaching the oceans
contributed by atmospheric sources are 25 and 50 per cent, respectively. The
nature of freshwater bodies (chemical composition and low buffering capacity)
makes them susceptible to more potential pollutants. Thus, such substances
as sulphur dioxide, nitrogen and phosphorous become significant air-borne
pollutants as far as freshwater bodies are concerned.

The relative importance of various sources of pollutants must be taken
into account for differing geographical areas. For example, in mid-ocean, pre-
cipitation would be a more significant source of pollutants than would rivers.
On the other hand, spring run-off, an indirect atmospheric source, would be
more important in a smaller freshwater lake than in the oceans.

The scarcity of direct measurements of atmospheric pollutants’ contribu-
tions to the pollution of large water bodies makes it difficult to establish pollu-
tant budgets for specific substances and specific bodies of water. However, a
recent example of the type of study urgently required to provide such infor-
mation is that of Winchester and Nifong (1971). They have attempted to
construct a budget of major pollutants for Lake Michigan to assess the im-
portance of aerosol fallout as a pollution source for the lake. Their conclu-
sions are that air pollution along the southwestern shore of Lake Michigan
can be a significant source of trace element contamination of the lake.

Although it is apparent that the atmosphere is probably as prolific a source
as the others outlined, it is essential that further research be done to provide
quantitative estimates of the contribution of atmospheric sources.

7 AES programs of research

The Atmospheric Environment Service (AES) is currently involved in two
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Snow Devils — A Meteorological Oddity

D. Storr

Atmospheric Environment Service, Calgary
[Manuscript received 4 June 1971]

1 Introduction

The dust devil has been studied by many authors and a comprehensive sum-
mary is given by Geiger (1965). They are the visible result of the entrainment
of dust and other light debris in the vortex created by the overturning on a
large scale of super-heated layers of air near the ground. They may rotate
either cyclonically or anti-cyclonically. Carroll and Ryan (1970) found a
correlation between the direction of rotation and the sense of the vertical com-
ponent of the vorticity feeding the dust devil. Although snow devils (Fig. 1)
are visually similar to dust devils, it is unlikely that they are caused by the
same process, but no references to them can be found in the available literature.
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Fig. 1 One of several snow devils observed in the Kananaskis Valley, January 22, 1971.
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2 Description

The snow devils were first observed about 1100 MsT, January 22, 1971 from
the trail leading to Marmot Creek Watershed, forming in the Kananaskis
Valley about 300 feet below. The valley runs north and south with peaks to
over 10,000 feet above MSL on both sides. The valley floor is about half a mile
wide at an elevation of 4,800 feet. From this distance the snow devils frequently
appeared to rise in the lee of a small ridge from a diffuse mass of blowing snow,
take the characteristic shape of a dust devil, and move north or northeast along
the valley. Forming at irregular intervals they had a life span of 30 seconds to
two minutes. From closer range, it was estimated they averaged 15 to 30 feet
in diameter and 40 to 50 feet in height, but a few were two to three times as tall
as the average. Two were noted above timberline, and one over a pine forest
on Marmot Watershed. All those seen from close range had a cyclonic rota-
tion. About 30 were seen in a two-hour period, and occasionally, two at once.

3 Weather conditions

Warm air advection in a strong westerly circulation aloft was creating typical
chinook cloudiness — high broken cirrus with patches of altocumulus or strato-
cumulus. The warm air however had overpassed the valley, and valley temper-
atures were between 15 and 20°F. A stable lapse rate of 3 to 4°F/1000 feet
has been estimated below 7000 feet (MsL) from Marmot Creek temperatures
measured at four levels. The snowpack was about two feet deep and well settled.
No melting was evident anywhere in the area. The surface wind was extremely
variable and gusty, shifting from north to south at irregular intervals. It is not
known whether this variability was a cause or result of the concurrent snow
devil activity.

4 Possible snow devil formation mechanisms

If it is assumed that convective overturning did not cause the snow devils, they
must have been caused by mechanically induced vortices in the wind flow, but
the exact process is a matter for conjecture. Because many formed in the lee
of a small ridge, it is possible that they were visible evidence of downstream
eddies created by the ridge. However, it seems unlikely that whirls would
extend to heights greater than the ridge under stable conditions.

One snow devil has been seen since January 22 and it occurred also in the
Kananaskis Valley under a strong chinook circulation. Thus either the topogra-
phy or the weather conditions or both, appear to be causative factors. If the
wind direction were such that the mountain configuration created a rotor cloud
with its axis tipped off the horizontal toward the favored formation area, this
could explain vortices extending to greater heights (see Fig. 2). Alternatively,
the horizontal vortex of the rotor cloud, aided by the configuration of the ridge
and the valley walls, may induce vertical vortices below it.

S Application
If the snow devils are indeed caused by strong, subsiding winds flowing over
a narrow valley, pilots of light aircraft attempting to fly at low levels through

24 D. Storr



































